
Comparative analysis of anomaly recognition methods
in real time

Nikita V. Gololobov1, Konstantin E. Izrailov2,3, and Igor V. Kotenko3*
1Peter the Great St.Petersburg Polytechnic University

Saint-Petersburg, Russia
neptu133@gmail.com

2The Bonch-Bruevich Saint-Petersburg state university of telecommunications
Saint-Petersbur, Russia

konstantin.izrailvo@mail.ru
3St. Petersburg Federal Research Center of the Russian Academy of Sciences

Saint-Petersburg, Russia
ivkote@comsec.spb.ru

Abstract
The article discusses modern classes of algorithms used to detect anomalies in data streams: sliding
window algorithm, metric algorithms, predictive-based algorithms, and algorithms based on hidden
Markov models. During the research, it was possible to determine functional and efficiency criteria
for assessing the class of algorithms and then comparing it with other considered classes. In addition,
for each class of methods, strengths and weaknesses are given, the scope is described, and a general-
ized example of implementation in the form of pseudo code is given. The use of this approach makes
it possible to cover entire groups of algorithms without reference to a specific implementation. The
conclusions obtained as a result of the research can be applied solving problems of optimizing the
process of detecting anomalies or increasing the efficiency of applied solutions used in these scenar-
ios. The resulting calculations allow further development and optimization of methods in this area
for unlabeled fixed data sets.

Keywords: anomaly, method, real time, algorithms, efficiency, predictions, sliding window, hidden
Markov models

1 Introduction

Detecting anomalies is an important task in the field of information technology, since a huge number
of modern processes operate on the basis of Big Data. Thus, outliers in this data can be accidental or
malicious, which makes it necessary to detect (and neutralize) them. In particular, in machine learning
problems, the purity and correctness of the data sets used to train the model are important criteria [1].

Often, in order to save time and resources, the model is trained with data sets that do not have a fixed
size. With this approach, at each next moment of time, a new instance arrives at the input of the model,
while the training time does not have a fixed value, and the data cannot be pre-labeled (for example,
when identifying network insiders of information systems [2]).

Detecting anomalies in the data in real time, requires additional modification of the methods used for
training on a fixed set [3, 4]. This is due to the complexity of the task and the lack of control over the
incoming data for analysis.
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To identify anomalies in real time, the following methods are used: sliding window algorithm, metric
algorithms, prediction-based algorithms, algorithms based on hidden Markov models. To select a suitable
algorithm, a comprehensive comparison of them according to various criteria is required. This issue is
considered relevant when analyzing Big Data [5, 6, 7, 8].

In terms of a sequential unlimited data set, time series are considered, which in fact are analogs of
instances from the sample. Modification and optimization of existing methods is conditioned by this very
transition. Further each of the algorithms is described, indicating the areas of application, advantages
and disadvantages, and also indicating its possible implementation (in the form of pseudo code).

2 Algorithm1 – Sliding window algorithm

The classical basic method for detecting anomalies in the data stream is the sliding window algorithm,
which is used for time series [9].

In the course of its work, the algorithm divides the sequence into a certain finite number of sub
sequences – windows. The size of the window should be less than the length of the row itself. This
allows you to capture anomalies while sliding. The search for anomaly itself is carried out in the course
of sliding the window over the entire time series with a certain step, the size of which is less than the size
of the window. The usage of this algorithm is shown in Figure 1.

Figure 1: Example of applying the sliding window algorithm

2.1 Application area

The application of this method is possible in systems that do not require a complete set of data. In
systems with unsupervised recognition mode, the use of the sliding window algorithm can lead to an
increase in the rate of inaccurate detections. This is due to the analyzed sample – calculations will be
performed only for instances located in the window area.
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When using the sliding window algorithm in systems with preliminary model building, additional
modifications to the algorithm are not required. At the recognition stage, each instance can be analyzed
separately, which greatly reduces the number of errors of the first and second kind.

2.2 Method description

The anomaly score of the test time series is calculated by aggregating the anomaly scores of its windows.
Formally, the sliding window algorithm can be described as follows:

1. Based on the data for training, straining, consisting of the sets S1, S2, ..., Sn, p windows of each
time series Si are extracted, where the number of windows is calculated as | Si |+m− 1 when
shifting a window of size m. Similarly, for target data Stest, consisting of data sets T1, T2, ..., Tn,
each test time series Ti is divided by | Ti |+m−1 window.

2. For each test window A (ti j), the anomaly estimate is calculated using its similarity to the learning
windows. This similarity function can be Euclidean, Manhattan, or any other distance appropriate
to the set of context.

2.3 Method advantages

The most significant advantage is the versatility of the method. Window methods can capture all different
kinds of anomalies: point, collective, and contextual. Since the entire time series is split into smaller
subsequences, it becomes possible to define an instance as anomalous.

If the entire time series is anomalous, then all subsequences are also anomalous, therefore, window-
based methods show high efficiency in conditions of anomalousness of the entire time series as a whole.

2.4 Disadvantages of the method

The disadvantage of sliding window methods is the high requirements for the accuracy of the selection
of the window size for the explicit recording of the anomaly. Thus, if the window size is chosen less
than the cycle length, the recognition accuracy will be insufficient to obtain satisfactory results of the
algorithm operation. At the same time, if you specify a window size larger than the loop, the recognition
efficiency will increase, but its efficiency in terms of performance will decrease.

Another drawback of methods based on the use of sliding windows is their algorithmic complexity,
which is O((nl)2), where l is the average length of the time series, n is the number of time series in
the data set. Most of the window-based methods are suggested for troubleshooting a chasm detection
problem.

2.5 Implementation

When implementing methods, in the general case, both specific data sets and a complete array of data
sets can be used as input parameters. The values of the number of training and test windows can also
be calculated in advance. The implementation of the comparison function depends on the conditions for
detecting the anomaly, as well as the number of classes of anomalies to be detected in Algorithm 1.

3 Algorithm2 – Metric algorithms

The assumption underlying these methods is that anomalous time series differ from ”normal” ones, which
can be captured by estimating a measure of proximity [10].
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Algorithm 1: Sliding window to identify anomalies in the data
Input:

DatasetCollection – Collection of datasets
DatasetCount – Number of datasets in collection
WindowSize – Size of sliding window
TimeRows – Time rows from testing dataset
TimeRowsCount – Number of time rows from testing dataset

Output:
AnomalyList – List of found anomalies

1 begin
2 List<data> Anomalies;
3

// Step 1: Calculate train and test window count

4 int TrainWindowCount = DatasetCount + WindowSize - 1;
5 int TestWindowCount = TimeRowsCount + WindowSize - 1;
6

// Step 2: Iterate over all possible wi1ndows

7 while TrainWindowCount != 0 do
8 while TestWindowCount != 0 do

// Step 3: Calculate diff and add to anomaly list

9 data Anomaly = DetectAnomalyWithDiff(DatasetCollection .GetNextValue(),
TimeRows.GetNextValue());

10

11 if Anomaly != 0 then
12 Anomalies.Append(Anomaly);
13 end
14 TrainWindowCount = TrainWindowCount - 1;
15 end
16 TestWindowCount = TestWindowCount - 1;
17 end
18

19 return Anomalies;
20 end

3.1 Application area

Metric algorithm-based methods use pairwise proximity between series to train and recognize anomalies,
using a distance kernel or similarity kernel to compute an anomaly estimate of the test time series.

When different types of anomalies are detected, similarity-based methods can show unsatisfactory
results, in a situation where a small number of anomalous instances are obscured by “normal” ones.
Nevertheless, metric methods can be used to identify collective anomalies and anomalous time series
with greater efficiency due to the peculiarities of the functioning of algorithms based on them.

3.2 Method description

The estimate of the target time series anomaly in relation to the series from the training set is calculated
using the following techniques:
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1. The indicator of anomaly is the distance from the test time series to its k-th nearest neighbor in the
training data set.

2. The training time series can be grouped into a certain finite number of clusters, after which it
becomes possible to calculate the cluster centroids. In this case, an indicator of the anomaly is the
distance between the time series of tests to its closest cluster center.

3.3 Method advantages

This group of methods has a number of advantages that result from the dynamic use of the presence of
similarity for two time series. Thus, the transformation matrix can be represented as sparse matrices,
thereby reducing the spatial complexity of the algorithms.

In the course of their work, DTW-based algorithms use the optimal path for transforming the time
series, which significantly increases the efficiency of detecting anomalous time series. In addition, due
to the use of optimal alignment, algorithms from the metric class can be used in combination with other
methods.

3.4 Disadvantages of the methods

One of the most obvious drawbacks is the inapplicability of metric methods for series with potential
redundancy of matches. As a result, the analysis of such series using DTW can make the algorithm
computationally complex and lead to distortion of the actual distance between time series.

Another disadvantage of metric methods is the requirement for time series to be synchronous. Oth-
erwise, attributes such as Euclidean distance and DTW may be out of phase and, in fact, different despite
the initial similarity.

3.5 Implementation

Typically, when using metric algorithms, the k-nearest neighbors algorithm is applied. After obtaining
the distances, the greatest distance from the center is calculated, which is the right border for detecting
anomalies. The left border can be set depending on the conditions under which the detection is performed
in Algorithm 2.

4 Algorithm3 – Prediction based algorithms

Anomaly detection methods using predictive models are usually based on searching for individual ob-
servations, such as outliers [11, 12].

4.1 Application area

The idea behind these methods is to assume that ”normal” time series are generated from a statistical
process, while anomalous time series do not correspond to the parameters of this process. Thus, the
general traversal is based on studying the parameters of the observed statistical process from a set of
normal time series for training, and then assessing the probability that the target time series has the same
or similar characteristics as the series for training.
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Algorithm 2: Metric Algorithm for Detecting Anomalies in Data
Input:

Dataset – Testing dataset
Output:

Anomaly – Anomaly value from testing dataset
1 begin
2 Dictionary<value, distance> Neighbours;
3 int MaximumDistace = 0;
4 int CurrentDistance;
5 data anomaly;
6

// Step 1: Get k-nearest neighbors as dictionary

7 CalculateKNN(Dataset, Neighbours);
8

// Step 2: Iterate over dictionary to get maximum distance

9 foreach distance in Neighbours.GetDistances() do
10 CurrentDistance = distance;
11

12 if CurrentDistance > MaximumDistance then
13 MaximumDistace = CurrentDistance;
14 end
15 end
16

// Step 3: Get anomaly as most distant value

17 Anomaly = GetValueByDistance(MaximumDistance);
18

19 return Anomaly;
20 end

4.2 Method description

The operation of prediction-based algorithms consists of the following stages:

1. The model is trained on n consecutive instances to predict the value of n+ 1 instances following
it.

2. The model trained as a result of the first stage is applied on the target data set: for all instances,
starting from n+1, its value is predicted based on the values of previous observations. In this case,
there is a forecast error corresponding to the observation, and depending on the difference between
the actual and the predicted value of the instance.

The methods differ in the forecasting models used and are traditionally classified as follows:

1. Time series models: moving average (MA), autoregressive model (AR), ARMA, ARIMA, Kalman
filters and others. The input data of such models are all time series and the length of the known
values - n. The n value is also used to denote the order of the model. These models differ in the
type of filters used for forecasting.
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2. General regression (excluding time series): linear regression, Gaussian process regression, support
vector machine. For this list of models, the input data are non-preprocessing subsequences of a
fixed length m - the length of the history. Various kernel functions such as polynomial, RBF and
sigmoid can be used as a display function.

4.3 Method advantages

Since the methods described above assume that the sets are generated from a statistical process, provided
this statement is true, the prediction-based algorithms perform satisfactorily.

The use of this class of methods implies the possibility of using a dynamic length history. This is
applicable in situations where n+1 instance values cannot be predicted with a high degree of confidence.

Prediction-based methods can identify anomalies for each observation in a time series. Consequently,
these methods can recognize all types of anomalies: point, collective and contextual anomalies.

4.4 Disadvantages of the methods

Like sliding window methods, the length of the history is important when determining anomaly. Thus, if
the length of history m is chosen less than the value of the cycle length, the efficiency of the method will
be unsatisfactory.

In order to improve the quality of the algorithm, it is recommended to use a history length greater than
the cycle length. Nevertheless, if the value of m is slightly larger than the loop length, the complexity of
the algorithm increases due to the increase in the dimension of the data.

In addition, due to the sparse nature of high-dimensional data, it must also be considered that spec-
imens located closer in less-dimensional spaces will be located much further in a higher-dimensional
space due to its sparseness.

4.5 Implementation

Depending on the prediction model used, implementations may differ. However, in general terms,
prediction-based algorithms are in two parts, one of which analyzes and the other calculates the ex-
pected value. If the received new value differs greatly from the expected one, it is marked as anomalous
in Algorithm 3.

5 Algorithm4 – Hidden Markov Model Algorithms

A group of algorithms based on hidden Markov models are used to model sequences and then detect
anomalies in similar sequences.

5.1 Application area

Hidden Markov Model (HMM) is a statistical model that simulates the operation of a process similar to
a Markov process with unknown parameters. The task of such a model is to find unknown parameters
based on the observed instances and the fixed behavior of the model. The HMM is also widely used to
detect anomalies in time series.

This group of methods is based on the assumption that the observed time series is an indirect obser-
vation underlying the target time series. It is assumed that the process that creates the hidden time series
is Markov, but the observed process that creates the original time series may not be Markov. By analogy,
a ”normal” time series can be modeled using the HMM, but an abnormal time series cannot be.
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Algorithm 3: A prediction-based algorithm for identifying anomalies in the data
Input:

Dataset – Testing dataset ValueCount – Number of values to analyze before prediction
BorderDiff – Maximum diff to mark value as anomaly

Output:
Anomalies – Anomaly list value from testing dataset

1 begin
2 int ValuesStored = 0;
3 List<data> Values;;
4 List<data> Anomalies;;
5 data LastPredicted = Null;
6

// Step 1: Iterate over values in dataset

7 foreach Value in Dataset do
// Step 2: Iterate over dictionary to get maximum distance

8 Values.add(Dataset);
9 ValuesStored = ValueStore + 1;

10

11 if ValuesStored == ValueCount then
// Step 3: Get predicted value and clear Values list for future

12 LastPredicted = PredictNextValue(Values);
13 ValuesStored = 0;
14 Values.Clear();
15 continues;
16 end
17

18 if LastPredicted != Null then
// Step 4: Compare predicted and next value

19 Anomalies.append(GetValueIfAnomaly(LastPredicted, Value, BorderDiff);
20 end
21 end
22

23 return Anomalies;
24 end

5.2 Method description

The classical HMM-based anomaly detection method is formally described as follows: The time series
used for training, Otrain = O1, ..., On are considered as a sequence of indirect observations of the HMM
model. To determine the parameters of the HMM with maximizing the probability P (Otrain — λ ),
a method called the Baum-Welch overestimation procedure is used. At the testing stage, taking into
account the unknown time series Otest = O1, ..., On, for which the probability P(Otest — λ ) is calculated
using the trained model. Of all analyzed time series, the anomalous are the series with the minimum
value P (Otest — λ ).
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5.3 Method advantages

The advantage of methods based on hidden Markov models is the possibility of introducing domain-
specific knowledge about the problem under consideration into the model.

In addition, there is no need for these traits to be statistically independent from each other, as would
be the case with the generative model. Finally, instead of simple transition probabilities, arbitrary func-
tions can be used for pairs of adjacent hidden states, which together makes it possible to optimize the
algorithms for searching for anomalies for the conditions in which the analysis is performed.

5.4 Disadvantages of the methods

The main disadvantage of methods based on hidden Markov models is the limited scope of their applica-
tion. In the absence of the main Markov process, these methods may not miss even obvious anomalies.

HMM-based methods create a Markov model for the time series, which ultimately allows an assess-
ment of the anomalous behavior of each instance in the time series. Nevertheless, if the assumption
entered in the method is violated, none of the types of anomalies will be detected by this method.

5.5 Implementation

Method implementations can differ to some extent in the set of used parameters. When solving prob-
lems of identifying anomalous time series in a set of time series described by a distribution, standard
parameters are used: the distribution of the initial state, the probability of a state transition, and others.
Often, for optimization purposes, a segment HMM is used, in which the probability distribution over the
duration of each latent state is used as an additional feature in Algorithm 4.

6 Functional comparison

Let us further compare the described algorithms in terms of their functionality. As opportunities (i.e.
comparison criteria), let us single out the Top-5 most demanded for algorithms with the following pur-
pose:

1. Criterion1 – dependence of performance on previous experience, i.e. the need for preliminary
“idle” work with the test dataset, even after training, in order to determine its statistical parameters;

2. Criterion2 – adaptation to new data without additional adjustment, i.e. the ability to use algorithms
without making changes with different data sets;

3. Criterion3 – high requirements for the initial parameters of the algorithm, such as the purity of the
data set (no noise) or the need for partial marking of the data sets used for training;

4. Criterion4 – requirements for the statistical dependence of time series, i.e. taking into account the
distribution of instances in the dataset when analyzing time series;

5. Criterion5 – the ability to detect collective anomalies, i.e. not only single, but also independent
sequential group anomalies.

The final criterion comparison with the point summation is presented in Table 1. To summarize, the
following designations are used: “+” – 1 point, “-” – 0 points.

According to the criteria-based comparison of the functional capabilities of the algorithms (see Table
1), the following conclusions can be drawn. First, Algorithm3 (5 points) has the highest compliance with

9



Comparative analysis of anomaly recognition methods in real time Gololobov, Izrailov, and Kotenko

Algorithm 4: A prediction-based algorithm for identifying anomalies in the data
Input:

Dataset – Testing data set with states
InitialStateDistribution – Distribution of values in data set
StateChangeProbability – Probability of changing process state

Output:
Anomalies – Anomaly list value from testing data set

1 begin
2 List<data> Anomalies;;
3 data data AnomalyPath;
4

// Step 1: Iterate over states to set paths

5 foreach State in Dataset do
6 PathProbability = GetPathByStateChangeProbability(State, StateChangeProbability);
7

// Step 2: Check if path is possible in terms of distribution

8 if IsPathPossible(PathProbability) == True then
9 continue;

10 else
// Step 3: Add impossible by distribution path to anomalies

11 AnomalyPath = GetPath(PathProbability);
12 Anomalies.Add(AnomalyPath);
13 end
14 end
15

16 return Anomalies;
17 end

Algorithm name Creiterion1 Creiterion2 Creiterion3 Creiterion4 Creiterion5 Points
Algorithm1 – + -– + -– 2
Algorithm2 + + + -– + 4
Algorithm3 + + -– -– + 3
Algorithm4 + – -– + + 3
Total points 3 3 1 2 3 12

Table 1: Criteria comparison of algorithms capabilities

all the criteria. Secondly, in contrast to it, Algorithm1 has the least compliance with all criteria (2 points).
And, thirdly, the combination of all algorithms on average satisfies each of the criteria approximately
equally (3 points, with the exception of 2 points for Criterion4).

7 Efficiency comparison

Let us compare the described algorithms from the standpoint of their efficiency [13], by which we mean
the classic set of the following three indicators (i.e. comparison criteria):

• Potency – the ability of the algorithm to obtain the correct result (analogue of F-measure);
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• Operativeness – the speed of the algorithm when receiving the result;

• Resource Efficiency – the amount of resources (human, hardware and software, etc.) required for
the algorithm to obtain a result.

The final criterion comparison is presented in Table 2. The cells of the table indicate the scores
according to the following values of the indicators: 3 – high, 2 – medium, 1 – low. For simplicity, we
will assume that the indicators are of equal importance in the integral efficiency and their scores can be
summed up.

Algorithm name Potency Operativeness Resource Efficiency Points
Algorithm1 2 2 3 7
Algorithm2 2 1 1 4
Algorithm3 1 3 2 6
Algorithm4 3 3 1 7
Total points 8 9 7 24

Table 2: Criteria comparison of algorithms efficiency

Based on the comparison of the performance indicators of the algorithms (see Table 2), the following
conclusions can be drawn. First, Algorithm1 and Algorithm4 have the highest efficiency (7 points each).
Secondly, in contrast to it, Algorithm2 (4 points) has the least efficiency. And, thirdly, the combination
of all algorithms will give the following total scores for each of the performance indicators: Potency
– 8. Operativeness – 9 and Resource Efficiency – 7. Thus, the indicators for the complex algorithm
have similar values. This conclusion is especially interesting, since separately the algorithms had a large
difference in the values of indicators – except for Algorithm1, in all the others there was an indicator
with both the lowest value (i.e. 1) and the highest (i.e. 3).

8 Conclusion

In the course of the research, the analysis of the effectiveness of the most common methods of searching
for anomalies in data presented in the form of time series was carried out. Based on the results of the
work carried out, we can talk about the high efficiency of both the sliding window algorithm and the
algorithms based on hidden Markov models.

The scientific novelty of the research carried out lies in the aggregation of knowledge and comparison
of algorithms within a wide range of problems of identifying data anomalies in real time. The results
obtained in this way can be applied both in applied (for example in the field of information security
[14, 15, 16, 17]) and scientific directions.

Optimizing existing systems used to detect anomalies can greatly improve their performance [18].
On the other hand, on the basis of the analysis performed, the methods themselves can be optimized, as
well as combined methods can be created that make it possible to level the existing costs according to
the principle of complementarity.

Further research in this direction can be aimed at conducting a similar analysis for algorithms for
detecting data anomalies in fixed unlabeled datasets. An alternative direction for further research may be
the search for ways to integrate methods for detecting anomalies in real time into the machine learning
process [19] at the stage of additional training of the model, which can potentially increase the level of
its protection against known attacks [20].
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