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Abstract

Multipath transmission enables packets to be distributed over different paths for transmission, and
this method has made full use of individual link resources. However, most existing multipath trans-
mission schemes lack suitable scheduling mechanisms and suffer from high disorder and packet loss.
To address the disorder problem, this paper designs a delay offset method combined with link rejec-
tion or adaptive delay adjustment mechanism to suppress the packet disorder problem in multipath
transmission scenarios based on an in-depth study of the background related to multipath transmis-
sion. Finally, a multipath link topology is built on the P4 simulation platform to implement the above
method in code simulation, and the experimental results are compared and analyzed with other two
scheduling mechanisms. The experimental results show that this method maintains the disorder level
within 5% compared with the single-path transmission and the equivalent multipath method, but the
transmission bandwidth is increased by nearly two times.

Keywords: Software-defined network (SDN), programmable protocol independent message pro-
cessing (P4), multipath, packet sequencing

1 Introduction

In recent years, the rapid rise of new network applications such as big data [[1], cloud computing [2], and
edge computing [3]] have led to the rapid development of Internet technologies. As one of the important
infrastructures of the Internet, data centers are currently undergoing massive construction worldwide,
with Google alone having as many as 40 data centers worldwide [4]]. The dramatic expansion of data
center scale makes its internal nodes face a large amount of traffic injection at any time due to various
different network demands. Various new applications [5] have put forward higher demands on the reli-
ability, effectiveness, and bandwidth of transmission, and how to achieve flexible management of data
center equipment so that the huge internal load can be effectively balanced is an urgent problem to be
solved, and it is difficult to meet the future network requirements by improving the traditional network
architecture alone.

At the same time, with the rapid development of communication technologies such as 5G [6] and
WiFi [7]], there are more and more ways to transmit data, and the transmission speed of data is getting
faster and the determinism of the network is getting higher [8]], which has played a certain role in alleviat-
ing the above data center traffic injection problem, but it cannot solve the problem at the root. Therefore,
multipath transmission comes into being, and multipath transmission can make full use of each link in
the system, thus greatly improving network performance.

With the implementation of multipath transmission, many of its problems have been exposed, such
as the lack of a holistic view for packet scheduling, failure to fully utilize each link for data transmission,
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unreasonable packet allocation, and disordered packets at the receiving end. Therefore, it is necessary to
solve the above problems one by one.

In this paper, we design a scheduling algorithm to suppress the packet disorder problem, the delay
offset method and the corresponding link rejection and adaptive delay adjustment mechanisms, i.e., we
first perform link rejection or adaptive delay adjustment to make each link meet the delay offset method
conditions, and then send the packets with small sequence number on the link with large delay first, and
send the packets with large sequence number on the link with small delay to offset the link delay differ-
ence, so that the packets arrive in sequence at the receiving end.In addition, this paper also investigates
the multipath disorder suppression scheduling mechanism in an SDN network environment. The results
show that the delay offset method fully exploits the advantages of the centralized architecture of SDN
compared with other schemes, and the method improves the transmission bandwidth by nearly two times
while keeping the disorder level within 5%.

In addition, Section [2]of this paper introduces the multipath transmission method at each level under
the seven-layer network system, Section [3]introduces the related scheduling algorithm, Section [ intro-
duces the principle of the delay offset method, Section [5] presents the experimental results and analyzes
them, and Section [0 concludes the whole paper.

2 Multipath transmission methods at each network level

When implementing multipath transmission technology, two problems need to be solved: first, differ-
ent networks may use different technical specifications, have different link characteristics and network
characteristics, and cannot interoperate with each other efficiently, and the heterogeneity of paths can
cause packet disorder and other problems during multipath transmission, resulting in degraded network
transmission performance; second, for the traditional TCP/IP protocol stack, it only supports end-to-end
connection between a pair of addresses and cannot effectively use multiple heterogeneous links between
terminals. To solve the above problems, various solutions have been proposed at various layers of the
network [9][10][11]], which are described below.

2.1 The application layer

In the application layer, in order to achieve the goal of multipath parallel transmission under heteroge-
neous links [[12]], a common approach is to add middleware between the transport layer and the applica-
tion layer. middleware functions as the distribution of application data distribution and the management
of interfaces, and in middleware, there are explicit middleware and implicit In explicit middleware, the
services required by the application layer are provided by modifying part of the protocol between the
application layer and the transport layer, such as MuniSocket [13]], ALP-A (Application Layer Protocol
based Aggregation) [14], etc. To implement these solutions, it is necessary to modify the application
so that the functional modules of the control interface are embedded in the application, which not only
greatly increases the complexity of the current application, but also cannot be adapted to all applications.
Implicit middleware provides the same semantics and interface to the application as the transport layer,
which has the advantage of ease of deployment and good compatibility with existing applications, with-
out the need to rewrite new applications, but its disadvantage is the complexity of the implementation
process. If built on top of existing transport protocols, mechanisms are needed to suppress packet disor-
der, such as disorder suppression scheduling on the receiving or sending side of the packet or reordering
of received disorder packets on the receiving side, and the implementation of these algorithms requires
corresponding adjustments to the network or server. In order to prevent the network or server from lim-
iting the implementation of the above algorithms, the “’request-response” communication model can be
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used to assign multiple interfaces to HTTP, or to cut the data into a certain number of pieces and create
a corresponding number of TCP connections to complete the transmission of data pieces.

2.2 The transport layer

The transport layer is located between the application layer and the network layer, which is well shielded
from the underlying network devices and can provide end-to-end data transmission services to the upper
layer applications, and it has the advantages of solving fairness and packet disorder.Currently, the main
transport layer protocols are Transmission Control Protocol (TCP), User Datagram Protocol (UDP), and
Stream Control Transmission Protocol (SCTP), however, all three protocols use only a single path for
data transmission. In order to achieve the purpose of multipath transmission in heterogeneous networks,
the above protocols need to be extended, so many protocols have emerged. Non-TCP-based multipath
transport protocols are mainly extensions of the SCTP protocol, including Concurrent Multipath Stream
Control Transmission Protocol (CMT-SCTP), Bandwidth Aggregation Based on SCTP (BA-SCTP) and
Load Sharing-SCTP (LS-SCTP) [15], etc. TCP-based multipath transport protocols are extensions of
TCP protocols, mainly including Parallel TCP (pTCP), Reliable Multiplexing Transport Protocol (R-
MTP) and Multi-path Transmission Control Protocol (MPTCP).

2.3 The network layer

The network layer is located between the transport layer and the data link layer, also called the IP layer,
which shields the transport layer from the specific physical transmission processes of the physical layer.In
the network layer, the network layer protocols are modified to enable the transport layer protocols to op-
erate effectively on various network interfaces, thus achieving the purpose of multipath transmission.Due
to the widespread use of TCP protocol, most network layers implementing multipath parallel transmis-
sion use TCP protocol as the transport layer protocol. In the transport layer, in order to establish a TCP
connection for data transmission, IP addresses and port numbers at both ends of the transmission are
usually used, but in parallel transmission in heterogeneous networks, there is more than one IP address.
In this case to achieve multipath transmission, multiple IP addresses can be fused and encapsulated, such
as IP-in-IP encapsulation techniques [16] and Enhancements for TCP On a Mufti-homed mobile router
(ETOM) .

2.4 The data link layer

The data link layer is located between the network layer and the physical layer [17]. In the data link
layer, through resource integration and link binding, a virtual logical link with larger bandwidth can
be obtained, and during transmission, packets of the same IP stream are allocated to multiple links for
transmission by means of virtual logical links, which can realize heterogeneous multipath transmission
at the bottom layer and get multi-link transmission bandwidth integration gain.In order to achieve the
above-mentioned high-bandwidth transmission by using different network links simultaneously and effi-
ciently in multipath parallel transmission, the existing solution is to add Generic Link Layer (GLL) and
Mufti-Radio Resource Management (MRRM) to the data link layer to manage the network bandwidth
resources of different heterogeneous links and to allocate and distribute packets to the links. Among
them, the GLL provides a unified link layer packet transmission interface to the upper layer and allocates
the packets coming down from the upper layer to different heterogeneous links; while the MRRM plays
the role of managing the resources of multiple links; based on the above proposed methods, traffic allo-
cation and resource management schemes such as maximizing system capacity or energy efficiency have
been proposed based on various transmission requirements.
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In summary, it is possible to implement multipath parallel transmission of heterogeneous links in
multiple layers of the Internet model, and different layers have different characteristics, so different ap-
proaches can be chosen according to the needs of different problems, but if a specific layer is chosen, it
is bound by the characteristics of that layer at the same time. For example, in the application layer, the
transmission requirements of each application can be better understood, and therefore, it can facilitate
the distribution of the whole data on links with different transmission characteristics, but in the process
of distribution, it will increase the complexity of processing data for the application; in the network layer,
the higher layers can know the status of the whole network and be downward compatible with the net-
work infrastructure of the bottom layer, but in this layer, there will be packet disorder In the data link
layer, it can better access the underlying information in the channel link and make better adjustments for
channel changes, but the layer is too far away from the applications above and is not directly connected,
so it is not conducive to the end-to-end transmission of upper layer data, and the network link environ-
ment of different operators may be different, so it also needs special Software or hardware to solve this
problem. From the above analysis, it is clear that solutions closer to the bottom layer are more adaptable
to the changes of the underlying physical links, but farther from the upper layer applications and without
a global view to effectively perform end-to-end overall path quality management and congestion control
[L8], while solutions on the upper layer are not well adapted to the dynamic changes of the underlying
physical links. Therefore, this paper investigates the multipath transmission technique at the partial inter-
mediate level of the network layer and combines the SDN-based P4 language to control the forwarding of
packets across the link from a global perspective to suppress out-of-order scheduling in order to improve
transmission performance and resource utilization efficiency.

3 The relevant scheduling algorithm

A number of scheduling algorithms already exist, and in this section, the adaptive incremental delay
algorithm, the delayed programmable scheduling algorithm, and the Equal-Cost Multipath Routing are
selected and presented.

3.1 Adaptive Incremental Delay Algorithm (RAID)

RAID algorithm [[19] is a multipath transmission algorithm deployed on MMR-AR systems. RAID al-
gorithm and MMR-AR system make up a multipath transmission scheme for high-speed mobile scenes.
With this solution, current smart devices, such as smartphones and laptops, can get higher bandwidth in
high-speed mobile scenarios. The MMR-AR system with RAID algorithm is a full duplex communica-
tion system. Figure[I| shows the system structure of the MMR-AR system with with RAID algorithm.

The MMR-AR system is divided into two parts: a multipath mobile router (MMR) and an aggregate
router (AR). Both parts have RAID algorithms deployed. MMR is deployed on mobile vehicles. It
has multiple network adapters and access to different wireless networks, including Wi-Fi, 3G, 4G and
satellites. Passengers can access the MMR via Wi-Fi. With MMR, passengers can access the Internet
using heterogeneous networks. AR is deployed on the ground. All packets from the user should be
summarized in AR. The MMR-AR system is a variant of the IP-in-IP package, which establishes a virtual
tunnel between the MMR and AR through a heterogeneous network. When a smart device accesses the
Internet, packets are sent first to the MMR. When the packet reaches the MMR, it is encapsulated with
a new IP header with the destination address AR. Next, the MMR selects the appropriate path based on
the scheduling algorithm to send new packets to the AR. When the AR receives the packet, it eliminates
the IP header for unpacking. Once unpackaged, processed packets are sent to the server.

With accurate network quality estimation, the current multipath transmission algorithm can eliminate

4



Time delay offset method to suppress disorder S. Zhu

/ Multipath transport structure \

(D))

7%

22
A\ AR server

K (RAID) /
/ Send data HTfa"SPafe“t% Receive data \
transmission

LD algorithm A

(MMR)

Physical link

. /|

Figure 1: Adaptive incremental delay algorithm diagram.

the sender’s disorderly packets. However, the current multipath transmission algorithm is difficult to
obtain accurate network quality estimation in high-speed mobile scenes. RAID algorithm is an algorithm
with greater tolerance for estimating errors in network quality. It establishes an automatic reorder buffer
at AR. When packets reach the receiver, they first enter the automatic classification buffer. Second, the
ordered packets are forwarded to the server and out-of-order packets are cached in the buffer. With
the receive buffer in mind, a different delay is added to each packet. Messages received by AR can be
forwarded to the server in the order in which the MMR is sent.

This method eliminates the delay difference between different links by increasing the queued delay
of the last router, and achieves the goal of suppressing the arrival of disorder, but in this way, the delay
transmitted by data in all queues is the closest to the maximum delay in all links, increasing the queue
delay of the link with small delay, and not making full use of the low delay link.

3.2 Equal-Cost Multipath Routing (ECMP)

Current mainstream topologies such as Fat-Tree can provide multiple equivalent paths for data transmis-
sion, and ECMP algorithm is a load sharing strategy designed based on the characteristics of multiple
equivalent paths. The most used ECMP load balancing algorithm in enterprises or data centers is based
on hash, and its basic principle is: assign corresponding numbers to multiple equivalent paths in order,
and when a packet arrives at the network, extract the contents of the packet header field for hashing and
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modulo operation with the number of equivalent paths, and set the final result as the path number for
data forwarding, so as to determine an available path for data forwarding. The final result is set as the
path number for data forwarding, so as to determine an available path for data forwarding. In addition,
because all packets of the same data stream will be transmitted through a selected path, the problem of
packet sequencing is effectively resolved. The ECMP algorithm has low complexity and can significantly
improve the link transmission rate, but this method only distributes the traffic load to each link equally
when processing the data stream. This static allocation method fails to take the real-time state informa-
tion of the network into account when formulating the policy, making the allocation for data streams out
of the actual situation of each path in the network, causing congestion on some links [20], resulting in
the links failing to maximize their utility.

Meanwhile, with the increasing size of data centers, the maximum number of equivalent multipaths
provided by the current ECMP algorithm can no longer meet its load balancing requirements. The
algorithm also has a serious impact on the bandwidth utilization when the links are not fully equivalent
due to various factors in the actual deployment. Therefore, the biggest drawback of the ECMP algorithm
is that the algorithm is deployed without considering the actual situation that the data center traffic
changes in real time, and only achieves the equal distribution of traffic in terms of quantity.

3.3 Delayed Programmable Scheduling (DPS)

DPS [21] is a practical solution that can run in parallel with the sender scheduling policy described
above and is easy to deploy on network edge devices because it runs without changing TCP senders or
receivers. The mechanism attempts to consider both load balancing and out-of-order scheduling based
on a transport layer solution. Specifically, the approach uses a virtual link loop, which can be used to
buffer out-of-order packets with a fixed delay. To determine the number of packets to be transmitted in
each virtual link loop, the DPS runs an intelligent control module that adaptively generates transmission
policies based on real-time network state. When the data transfer module receives packets, it first converts
them into scheduling parameters (e.g., cycle time for out-of-order packets). Then, the data transfer
module efficiently schedules packets to achieve programmable transmission delays.

While this method can change the delay of a link by adding virtual link loops to suppress disorder,
actually adding a router to the network for the purpose of adding loops increases the overhead in the
network.

4 Algorithmic principle

The scheduling algorithms listed above are more or less problematic. RAID achieves the goal of sup-
pressing chaotic arrivals by increasing the queuing delay at the last router to eliminate the difference in
delay between different links, but in this way, the delay of data transmission in all queues moves closer to
the largest delay among all links, increasing the queuing delay of links with small delay and not making
good use of low-latency links. ECMP performs weight assignment without considering the link’s capac-
ity has been used, this drawback of the weighting algorithm makes ECMP ineffective in balancing traffic
between multiple paths that may exist on the network. although DPS can change the delay of a link by
adding virtual link loops to suppress disorder, actually adding a router to the network for the purpose of
adding loops will increase the overhead in the network.

In order to solve the above problems, while taking into full consideration the delay differences be-
tween different links in the network [22]], this paper designs the delay offset method, i.e., sending packets
with small sequential numbers on links with large delay first and combining with link rejection or adap-
tive delay adjustment mechanism to offset the delay differences so that the packets arrive in sequence at
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the receiving end. This is illustrated below with specific models.

4.1 The system model

Single path transmission method and delay offset method system model are shown in Figure [2] Figure
Bl respectively, from the cell phone side to the computer side, there are two communication links, re-
spectively, the lower delay SG communication and higher delay WiFi communication, when the system
selects a single path for transmission, it usually selects the lower delay 5G to transmit data, at this time,
only one link is used for data transmission, not fully utilizing all links

@
5G

=

Figure 2: A single-path transport model.

@

Low latency
5G

=

\-.yﬂ
X

Figure 3: The delay offset method system model.

]

And when the system selects the delay offset method for data transmission, it will make full use
of the above two links. In order to offset the transmission delay difference between the two links, the
system will choose to send packets on the high delay link first, and then send packets on the low delay
link, and the interval of sending packets can exactly offset the delay difference between the two links, at
which time, the receiving end can receive the packets in order.
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4.2 Algorithmic analysis

The following definitions are given for the analysis of delay offset method, in order to facili-
tate model analysis. A collection of available links between the sender and the receiver PATH =
{path;|i=1,2,3...s}, A collection of packets sent at the originating end PAC = {paciend li=1,2,3.. .n},
The receiving end receives the packet PAC = { paci,.|i=1,2,3...n}, Defines the calculator to get the

packet sending time series number N (x), such as N( pacé .nq)» Define the calculator to get the current

moment 7 (), such as T (pac'}]), Define the link delay collection RTT = {RTT;li=1,2,3...s}. In
the process of heterogeneous link transmission, the receiving side packets may not arrive sequentially, in
order to suppress the disorder of packets received by the receiving end, the packets sent continuously by
the sending side should be satisfied to reach the receiving end over different links

N(pacy,) = N(pac,,) (1)

recyv recv

That is, packets sent first should arrive before and after

T(pacyi,) > T (pacy,.,) )
Defined E;(i) as the current time, an end-to-end delay in packet i transmission over a link j. If

packets arrive sequentially, they are available during transmission
T(pacylyg) +Ej(i+1) 2 T(paci,) + Ex(i) 3)

Therefore, it is available to suppress the disorder scheduling algorithm to send packets on the link
with large delay to offset the delay difference, and to achieve the goal of sequential arrival.

4.3 Link rejection mechanism

In multipath transmission scenarios, there are usually multiple links in the system, and when the delay
difference between links is too large, the delay offset method proposed above may fail and the degree
of packet disorder received at the receiving end will be greatly increased, so it is necessary to perform a
screening of the links and eliminate the links with too large a delay difference before assigning packets
to specific links. The specific algorithm is as follows.

T @

As shown in Equation (@), defined Max.RT T the maximum latency value for each link, the Min.RTT
minimum latency value for each link, #ps the send rate for the router, and the number of MTU packet
bytes, When there are multiple links in the system, first take out the maximum and minimum delay links,
and then their delay to do the differential operation, if the difference is less than the throughput divided
by eight times the maximum data unit, then determine that the system delay difference is not large, do
not cull the link, if the conditions of Equation (4) are not met, then the system delay the largest link
culling, and repeat the above operation, until the requirements are met.

Max.RTT —Min.RTT <

4.4 Adaptive delay adjustment mechanism

When the delay difference between the links is large, the links with large delay may not be eliminated
and the method of adaptive delay adjustment is used to achieve the purpose of both making full use of the
links and achieving the packet arrival in order, the link elimination is to prevent the delay difference from
being so large that the packet sent after the link with small delay reaches the receiving end first, and the
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Table 1: Experimental parameter settings

Simulation platform | P4

The type of protocol | UDP

End-to-end delay 6ms 12ms

Data load 1470bytes

duration 10s 15s 20s 25s 30s

specific idea of adaptive delay adjustment is as follows. As shown in Equation (5)), the set of link delay
is ranked in order from largest to smallest, and when the difference in delay between links is too large,
packets will obviously arrive in disorder at the receiving end, at this time, the queuing delay of packets
transmitted on the latter link can be made to increase adaptively, which is equivalent to increasing the
round-trip delay of the latter link in disguise, and after adaptive adjustment, the delay of the latter link is
defined as RTT;,1*, then after the link delay difference satisfies equation (6), the packets at the receiving
end can arrive in order.

tps
RTT; —RTT;\ 1 > 5
i i+1 SMTU ( )

tps
RTT;—RTT; 1" 6
i i1 < SMTU ( )

The algorithm’s overall implementation process is as Figure 4]

S Simulation experiments and analysis

This section presents a simulation analysis of the previously proposed delay offset algorithm for sup-
pressing disorderly scheduling at the network layer. First, the simulation algorithm flow and environment
parameters are introduced, and then the experimental results of the delay offset method are compared and
analyzed with the experimental results of single-path transmission and ECMP in terms of disorder degree
and transmission bandwidth.

5.1 Introduction to simulation environment and parameters

Based on the P4 platform, this experiment builds a heterogeneous network system as shown in Figure
E} It consists of four parts: transmitter h1, receiver h2, P4 router r1 directly connected to h1 and router
r2 connected to h2, and two links between rl and r2 with different latency. In the experiment, iperf was
used to send a UDP stream from host h1 to h2 for ten seconds, the parameters are shown in Table ]

5.2 Experimental results

The experimental results of disorder level are shown in Figure[6] The experimental results of bandwidth
are shown in Figure [/} It can be seen that with the increase of time, the transmission bandwidth of delay
offset method increased by nearly two times compared with ECMP and single-path transmission when
the disorder degree was maintained within 5%.
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Figure 7: Compares the bandwidth of the three scheduling methods.

6 Conclusion

In this paper, we propose a delay offset method and corresponding link rejection and adaptive delay ad-
justment mechanisms for packet disorder suppression scheduling at the network layer, and it can be seen
from the experimental results that compared with single-path transmission and equivalent multipath, the
scheduling mechanism keeps the disorder level within 5%, and the transmission bandwidth is increased
by nearly 2 times. At the same time, this method also overcomes the defects of RAID, ECMP and DPS
in the network layer.
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