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Abstract

In this study, we developed an “English learning AR application for infants” that combines aug-
mented reality (AR) and deep learning by linking visually familiar objects with English words. In-
fants, who are the target users of this study, can visually learn the English words of an object as AR
information by holding a smartphone over an arbitrary object. We constructed 57 types of self-made
datasets, prepared 200 images for each English word, and learned them 300 times. Additionally,
we conducted a system evaluation questionnaire survey for 44 subjects to evaluate this AR applica-
tion. After experiencing this application, the subjects evaluated the operability, relevance, readability,
functionality, applicability, and learning effect. Because of the system evaluation questionnaire sur-
vey, although we could obtain high evaluations for many items, the result was that issues remained
in functionality.
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1 Introduction

Globalization is progressing remarkably in modern Japan. Therefore, it is essential to improve English
ability, which is a prevalent international language. Consequently, the Ministry of Education, Culture,
Sports, Science, and Technology of Japan revised the course of study and made English education in ele-
mentary schools compulsory from 2020. This new course of study acquires English proficiency that can
actively use the four skills of “listening,” “speaking,” “reading,” and “writing” throughout life. Especially
in elementary school English education, from the middle grades to cultivate the basics of communication
while becoming acquainted with the voice, and from the upper grades to develop the basics of commu-
nication ability of basic expressions “listening,” “speaking,” “reading,” and “writing” [2, 3].

Alternatively, the rapid spread of mobile terminals, such as smartphones and tablets, with high pro-
cessing power recently has made the Internet more familiar in our daily lives [4, 5]. This Internet access
has made it easier for us to collect and disseminate various types of information. Therefore, the digi-
tization of educational teaching materials has progressed, and different teaching materials using tablet
terminals have been developed. Among them, AR teaching materials, which display information on top
of each other in real space, are attracting significant attention. For example, various services such as
teaching materials for learning the structure of three-dimensional models such as insects and planets by

Research Briefs on Information & Communication Technology Evolution (ReBICTE), Vol. 8, Article No. 8 (September 10, 2022)
DOI:10.22667/ReBiCTE.2022.09.10.008

*This paper is an extended version of the work [1] originally presented at the 25th International Conference on Network-
Based Information Systems, Online, Sep. 7-9, 2022.

†Corresponding author: Graduate School of Engineering, Fukuoka Institute of Technology, 3-30-1 Wajiro-higashi, Higashi-
ku, Fukuoka, 8110295, Japan

1



Infant English Learning AR Application Hagihara and Ishida

viewing them three-dimensionally by AR are provided. These services can be operated on mobile termi-
nals and are applied in various fields such as tourism, education, welfare, and medical care [6, 7, 8, 9, 10].
AR is roughly divided into two types: location-based AR, which uses location information from GPS,
and vision-based AR, which detects objects and displays information [11, 12, 13]. Furthermore, vision-
based AR can be further divided into marker and markerless types. Most of the AR services used in the
educational field are intended to be used in schools, so marker-type AR is widely used. Likewise, most
of the AR services used in the academic field are intended to be used in schools, so marker-type AR
is widely used. Therefore, in this study, we develop a markerless AR-based English learning applica-
tion for infants by performing object recognition using image processing technology. Image processing
techniques primarily use machine learning or deep learning. For example, in machine learning in image
processing, humans must recognize color differences from machines to identify colors. Therefore, when
it is necessary to recognize a huge amount of data, it is essential to recognize each data with human
hands.

However, in deep learning, since the machine itself recognizes it, it is not necessary to recognize it
manually. Therefore, it is possible to learn a huge amount of data easily, and it is possible to perform
advanced and flexible processing. Deep learning is used for image recognition, speech recognition,
and natural language processing. It is expected to progress in many fields, such as automated driving
and medical equipment requiring high recognition accuracy. In this study, we have developed an “AR
application for intuitive infant English learning” that combines AR and deep learning by linking visually
familiar objects with English words.

The rest of the article is organized as follows. The related works are presented in Section 2. The
objective of our study is described in Section 3. System architecture of our proposed AR application is
explained in Sections 4. The prototype system is described in Section 5 and is analyzed in Section 6.
The AR application is discussed in Section sect:Discuss, and the conclusion of our findings is given in
Section 8.

2 Related Works

Konijn et al. [14] developed a system using social robots for language learning. This system allows
primary school children to learn a second language with social robots as tutors. However, since primary
school children learn a second language alongside social robots, it is not easy to use them outdoors. It
also requires the cost of purchasing social robots.

Koca et al. [15] developed a system in which 3D objects and animation of animals are displayed when
a camera captures a card with an animal. This system displays a 3D model with sound on the detected
card when the captured frame matches the animal image in the 3D database. However, in this system,
the user must have a card with an animal on it to experience the animal’s 3D object and animation.

Eriksen et al. [16] have developed an augmented reality app to visualize chemical 3D models. This
system allows users to freely view a 3D molecular structure model in 360 degrees by capturing the
molecular structure printed on paper with the app’s camera. However, in this system, the user must
use a paper medium on which the molecular structure is drawn to view the 3D model of the molecular
structure.

Haryanto et al. [17] developed an Android application to recognize animals using marker-based
tracking methods. In this system, when the smartphone camera captures the marker, the 3D model of the
aquatic animal drawn on the marker is superimposed and displayed. However, in this system, markers
with drawn aquatic animals are required for users to view 3D models of aquatic creatures. Also, since it
is implemented based on Android, only Android users can use this system.

Liu et al. [18] developed an English learning system that uses 2D barcodes and AR to assist English
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learning. The system uses 2D barcodes and an AR to provide students with a contextual English learning
experience. The system uses 2D barcodes and an AR to provide students with a contextual English
learning experience. However, this system requires a 2D barcode for users to learn English with AR.

Takeda et al. [19] developed a learning system that projects a molecular model onto a terminal by
recognizing the structural formula of the molecule with a camera using a marker-type AR. This learning
system was devised to deepen the understanding of molecules by associating markers with multiple
learning methods, such as the quiz function of molecular composition. First, however, it must prepare
AR markers for each molecular structure.

Fujitsuka et al. [20] developed a penmanship learning support system. Here, the user wears a head-
mounted display (HMD) and recognizes the AR marker for learning penmanship while watching the
movement of the teacher’s brush displayed at hand. However, since this system uses HMD as a platform,
it is not easy to use.

Iwashita et al. [21] developed teaching materials to understand radiation’s characteristics using AR
technology and OpenCV. However, since this system uses OpenCV for image processing, manually
recognizing each feature point is necessary, and enormous processing must provide several educational
materials.

Wakahara et al. [22] developed an English learning system using marker-type AR. In this system,
the user randomly rearranges the markers of the alphabet group selected by the system and learns the
meaning of the completed word from the voice and image. However, the recognition rate decreases
when the number of AR markers is five or more.

Ando et al. [23] developed an AR-based relevant information system for supporting book purchases
by using the spine image of a book as an AR marker. Simultaneously, by browsing the book information
related to itself, the user can acquire the position information by object recognition and browse the related
information. However, since ARKit, which is a framework for iOS development, is used, the use of this
system is limited to iOS users.

Yamazaki et al. [24] have developed an AR system that projects annotation information on docu-
ments to support and navigate document entry work by using projection-type AR. Since this system uses
a projector, multiple people can share information without wearing a device such as a tablet or HMD.
However, this system requires devices such as a projector and a detection camera, and its usage is limited.

Motonobu et al. [25] developed a clean-up support system, technology, and image recognition using
AR and OpenCV, respectively. This system extracts feature points using OpenCV and identifies books.
However, the human cost is an issue because many images must be processed to increase the recognition
rate.

3 Research Objective

Many systems use AR markers in related studies on the learning theme. However, these systems have
problems in that the installation cost of the AR marker is high, the number of users is limited depend-
ing on the terminal used, and the place where the system is used is limited. Additionally, in image
processing, using machine learning, it is necessary to extract the feature points of things one by one,
and this is a problem that processing much data requires human cost. Therefore, to solve the problems
mentioned in the related study, we developed an English word-learning application for infants that com-
bines markerless AR and deep learning. This English word-learning application superimposes English
words in real space when the terminal’s camera catches a familiar object. This application stimulates
infants’ motivation and interest in learning English and deepens their interest in it. In particular, this
study raised interest by feeling closer to English to learning English in elementary school. In realizing
this application, YOLO, an algorithm of the object detection method, is used. Also, in image processing,
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we can support various familiar objects such as animals and fruits by creating a self-made data set and
learning by deep learning. The development of an English word-learning AR application for intuitive
infant English education is, therefore, realizable.

4 System Architecture

The system architecture is shown in Figure 1. This system consists of a mobile agent, a content server,
and a learning dataset.

Figure 1: System architecture

• Mobile Agent
The mobile agent consists of a user interface, an English vocabulary AR content-browsing man-
ager, and an English vocabulary learned data acquisition manager. The user interface is an interface
part for users to use the contents of this system and provides an application for mobile agents. The
English vocabulary AR content-browsing manager requests object recognition from the content
server’s English vocabulary learned data file via the English vocabulary learned data acquisition
manager and superimposes the AR content on the user interface. Likewise, the English vocabulary
learned data acquisition manager requests object recognition from the content server’s English vo-
cabulary learned data file in response to the request of the English vocabulary AR content-browsing
manager.

• Content Server
The content server consists of an image recognition algorithm, a dataset learning manager, an
English vocabulary learned data file, and an image recognition manager. The image recognition
algorithm is an algorithm that can perform object detection and image recognition at the same
time. Object recognition is performed using the learned data in this algorithm. The dataset learning
manager learns using the data that the learning dataset provides. The English vocabulary learned
data file stores the learned data by the dataset learning manager. The learned data generated by the
dataset learning manager is provided to the English vocabulary learned data acquisition manager
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and the image recognition manager of the mobile agent. The image recognition manager uses the
learned data in the English vocabulary learned data file to perform object recognition.

• Learning Dataset
The learning dataset stores the learning data provided to the mobile agent. Additionally, the dataset
contains images of recognizable objects and their corresponding labels.

5 Prototype System

The home screen of the mobile agent application is shown in Figure 2. When the user launches the
application, the home screen is displayed. The home screen consists of a “START !!” button for using
the AR camera function and a “How to use” button for viewing how to use the application.

Figure 2: Home screen of the mobile agent application

The AR camera function recognizes an object captured by the camera and displays the information
on the recognized object in the AR. When the user presses the “START !!” button, a caution screen for
using the AR function, as shown in Figure 3, is displayed. After that, the camera started when the user
confirmed the caution screen and pressed the “OK” button.

Figure 4 and 5 show the execution screens in which an object is recognized using the AR camera
function, and the information about the recognized object is displayed as AR.

To realize object recognition, we used YOLOv5 [26]. YOLO is an object detection algorithm that can
perform object detection and classification at the same time. In this study, we constructed a self-made
dataset. We used Kaggle [27] for the image dataset, a website that handles datasets and prepares 200
images for each object. Table 1 shows the 57 types of dataset items.
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Table 1: Self-made dataset items

Recognizable objects

Dolphin Fish Jellyfish Octopus

Shark Shell Shrimp Squid

Turtle Whale Ant Bee

Beetle Butterfly Cicada Dragonfly

Grasshopper Ladybug Mantis Spider

Cabbage Corn Cucumber Eggplant

Green pepper Lettuce Mushroom Onion

Potato Pumpkin Cherry Grapes

Kiwi fruit Lemon Peach Pineapple

Strawberry Watermelon Lion Pig

Snake Tiger Alligator Koala

Monkey Panda Quail Rabbit

Duck Frog Goat Gorilla

Hippopotamus Kangaroo Penguin Polar bear

Rhinoceros
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Figure 3: Caution screen for using the AR function

Figure 4: AR display screen when recognizing a pumpkin

Fig. 6 shows the sequence of this application.

• Mobile agent (User)
When the user, a mobile agent, selects the “Start!” button on the home screen, the AR camera
starts. First, the AR camera requests information about the captured object from the content server.
When the content server recognizes the object successfully, the mobile agent acquires the object
information from the learned data and browses the information as an AR.

• Content server
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Figure 5: AR display screen when recognizing a tomato

Upon request from the mobile agent, the content server provides the learned data to the mobile
agent when it recognizes an object. On the one hand, this server acquires images and labels from
the learning dataset and learns the data.

• Learning dataset
On the content server, the learning dataset stores the images and their corresponding labels neces-
sary for learning.

6 System Evaluation

We conducted a questionnaire survey of 44 subjects to evaluate the mobile agent application’s operability,
relevance, readability, functionality, applicability and learning effect. The subjects were three teens,
thirty-seven 20s, two 40s, and two 50s (Figure 7).

Figure 8 shows the operability results of the mobile agent application. Regarding the operability of
the mobile agent application, all subjects answered “easy” or “somewhat easy,” and we could confirm
the mobile agent application’s high operability.

Figure 9 shows the relevant results of the mobile agent application. Regarding the relevance of the
mobile agent application, 43 subjects answered “relevant” or “somewhat relevant,” and we could confirm
the high relevance of the mobile agent application.

Figure 10 shows the readability results of the mobile agent application. Regarding the readability
of the mobile agent application, 43 subjects answered “easy to understand” or “somewhat easy to un-
derstand.” Therefore, we could confirm the high readability of the mobile agent application. A subject
commented, “I think this application is good because the English word of AR is superimposed in real-
time in an easy-to-understand manner.”

Figure 11 shows the functionality results of the mobile agent application. Regarding the functionality
of the mobile agent application, 33 subjects answered “satisfied” or “somewhat satisfied.” However, nine
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Figure 6: Sequence of this application

Figure 7: Subject’s age (n = 44)
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subjects answered “no opinion,” and one commented, “I think it would be a better application if there
were a voice reading function.”

Figure 12 shows the applicability results of the mobile agent application. Regarding the applicability
of the mobile agent application, 41 subjects answered “possible” or “somewhat possible.” Therefore, we
could confirm the high applicability of the mobile agent application. Furthermore, subjects commented,
“I think it can be applied to tablet lessons in elementary school,” and “I think it can be applied to the
scientific field as well.”

Figure 13 shows the learning effect results of the mobile agent application. Regarding the learning
effect of the mobile agent application, 42 subjects answered “effective” or “somewhat effective.” There-
fore, we could confirm the high learning effect of the mobile agent application. Furthermore, a subject
commented, “I thought that the learning effect would be even higher if not only the AR display of English
words but also the AR display of Japanese.”

Figure 8: Operability of the mobile agent application (n = 44)

7 Discussion

The self-made dataset created in this study used 200 images for each English word and was learned 300
times. However, because the number of images trained by YOLOv5 and the amount of training was
small, there was the problem that it sometimes reacted to unexpected objects. Therefore, it is neces-
sary to improve the accuracy by increasing the number of learning images and the number of learnings
per English word. Additionally, the dataset trained with YOLOv5 is twelve types of English words.
However, with the twelve types of English words, the range of English words that infants can learn is
limited. Therefore, in the future, it will be necessary to increase the number of datasets so infants can
learn various familiar objects. We have developed an application that allows infants to learn English
words visually by superimposing the recognized object’s English words in real space. However, learning
the actual pronunciation only by superimposing English words is impossible. Additionally, in the ques-
tionnaire survey, we received a comment from the subject that “it would be a better application if there
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Figure 9: Relevance of the mobile agent application (n = 44)

Figure 10: Readability of the mobile agent application (n = 44)
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Figure 11: Functionality of the mobile agent application (n = 44)

Figure 12: Applicability of the mobile agent application (n = 44)
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Figure 13: Learning effect of the mobile agent application (n = 44)

were a voice reading function.” Therefore, Additional to the visual function, it is necessary to consider
the addition of a voice function that can be learned aurally.

8 Conclusion and Future Works

In this study, we developed and evaluated an English word-learning application for infants that combined
markerless AR and deep learning. In the developed learning application, YOLOv5 was used as an object
detection algorithm, and an infant’s unique data set related to English words was constructed in image
processing. This application superimposes familiar English words in a real space with the camera of a
tablet terminal. Using this application, the infants can stimulate their motivation and interest in learning
English and deepen their interest in it. Additionally, a system evaluation questionnaire survey was con-
ducted on 44 subjects to evaluate the operability, relevance, readability, functionality, applicability, and
learning effect of the English word-learning AR application. As a result, we obtained high evaluations
on many items. However, from the evaluation results of functionality, future issues, such as the addition
of a voice reading function, were clarified.
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