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Abstract

Currently, few digital content sharing systems using mixed reality (MR) adequately address the
diverse needs of users, partly due to the lack of a suitable platform for content sharing. In this study,
we developed a multi-user digital content sharing application leveraging MR technology. An
evaluation experiment involving 30 participants was conducted, assuming use cases such as remote
meetings, collaborative design, and collaborative learning. The results confirmed high operability of
the content manipulation, as well as smooth performance in content generation, content
manipulation, and remote user interaction. However, some participants experienced difficulty in
content manipulation, indicating the need for improved operability. For practical deployment across
various fields, the application must be further enhanced with domain-specific functions based on
feedback obtained from the evaluation.
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1 Introduction

Recent advances in digital technology have driven the rapid evolution of immersive technologies such as
virtual reality (VR), augmented reality (AR), and mixed reality (MR).

In VR, digital content sharing typically occurs within a fully virtualized environment. VR enables users to
disconnect from the physical world and become immersed in a simulated space. Consequently, content sharing
among users generally involves accessing the same virtual environment and interacting within a shared digital
context. For instance, in virtual offices or classrooms, multiple users can collaboratively manipulate 3D objects
and consult digital materials simultaneously [1]. However, a key limitation of VR is the lack of access to real-
world contextual information, which presents ongoing challenges in achieving synchronization and integration
with the physical environment.

Sharing digital content in AR offers the advantage of maintaining awareness of the physical environment,
as AR overlays digital information onto the real world. A common example involves projecting 3D objects
into real space using smartphones or tablets, enabling multiple users to view and interact with the same virtual
object. In fields such as education and industry, AR has been applied to develop training systems integrated
with real-world facilities and environments, as well as on-site operational support systems [2][3][4].

MR combines elements of both VR and AR, enabling users to interact with the real and virtual worlds
simultaneously. MR systems, such as those using Microsoft HoloLens 2 [5], allow digital content placed in
physical space to dynamically respond to users’ movements and perspectives. This facilitates real-time
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collaboration, where multiple users can share the same physical space, manipulate shared digital objects, and
exchange information. In the medical field, MR has been used to develop systems that enable remote experts
to assist in surgeries via integrated cameras and sensors. Similarly, in manufacturing, remote engineers can
provide real-time guidance to on-site workers for troubleshooting and decision-making [6][7][8]. However,
existing MR-based content sharing systems remain limited in number and functionality, often failing to meet
the diverse needs of users. A major contributing factor is the absence of a robust platform for digital content
sharing. Moreover, many current systems only visualize the position of the user’s hand, without capturing or
sharing its shape, reducing the fidelity of interaction.

Therefore, this study presents the development of an MR application that enables multiple users in remote
locations to intuitively share digital content in real time. By importing various types of digital content, the
application provides a flexible environment for collaboration across multiple fields.

The remainder of this paper is structured as follows: Section 2 reviews related work. Section 3 outlines the
objectives of the research. Section 4 details the system configuration of the proposed multi-user digital content
sharing application. Section 5 describes the application itself, while Section 6 presents its evaluation. Finally,
Section 7 concludes the study.

2 Related Work

Bayro et al. [9] compared the usability of head-mounted display (HMD)-based and desktop-based systems for
remote collaboration, demonstrating that HMDs significantly enhance collaborative effectiveness.

Schild et al. [10] developed a multi-user VR system for medical training, specifically simulating scenarios
involving anaphylactic shock.

Du et al. [11] introduced “Collaborative VR (CoVR),” a cloud-based, multi-user VR headset system
designed to facilitate communication in interactive environments. Virtual CoVR has been shown to improve
collaboration in construction projects.

Kaufmann et al. [12] developed “Construct3D,” an AR-based 3D geometry construction tool tailored for
mathematics and geometry education. It features an intuitive interface suited to a variety of instructional
settings.

Gasques et al. [13] proposed “ARTEMIS,” a surgical remote teaching system employing MR technology,
which enables untrained medical personnel to receive real-time guidance from remote experts during
emergency procedures.

Chen et al. [14] developed a human—robot teaming system using MR interfaces, demonstrating the
effectiveness of MR in enhancing collaboration between humans and robots.

Sasikumar et al. [15] developed a wearable MR remote collaboration system called “Wearable
RemoteFusion.” The study demonstrated that sharing local eye gaze and remote hand gestures significantly
enhances users’ sense of co-presence.

Gong et al. [16] developed a multi-user VR system to support design review processes in manufacturing.

Their findings indicate that such systems can effectively complement and improve existing engineering
workflows.
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3 Research Objective

This study aims to develop a multi-user digital content sharing application utilizing MR technology. The
primary objective is to provide an environment in which users at remote locations can collaboratively interact
with digital content overlaid on the physical world. A key feature of the application is its ease of content import,
allowing for flexible use across diverse domains such as education, medicine, and manufacturing. This
adaptability addresses the limitations of conventional systems that lack the versatility to meet varying user
needs. The application supports real-time interaction, which is expected to enhance work efficiency and
promote effective information sharing. The core functionalities of the system include

® Digital content creation and deletion: enables users to display digital content overlaid on physical space
and remove it as needed.

® Voice communication: enables real-time voice conversations between users via MR HMDs, facilitating
natural verbal interaction during collaboration.

® Gesture recognition: allows the MR HMD to recognize users’ hand shapes and convey them to other
participants. This supports intuitive, gesture-based communication and enhances non-verbal interaction.

® Content color customization: allows users to change the color of overlaid digital content. This feature
supports collaborative design tasks, such as interior planning, by enabling visual modifications in real
time.

By integrating these functions, the application creates an environment that supports real-time, remote
collaboration through shared digital content and intuitive interaction.

4 Multi-user Digital Content Sharing Application Configuration

The configuration of the proposed system is illustrated in Figure 1. The application comprises several key
components: the user, the MR collaborative work application, the MR space content server, the Photon server,
and the MR shared space room.
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work application MR space content work application
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Figure 1. Multi-user digital content sharing application configuration
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® User

Each user wears a HoloLens 2 device and operates within a designated MR shared space (“room”). Digital
content is overlaid onto the user’s physical environment, enabling interaction within the real world. All
operations performed within the shared room are synchronized and visible to other users. As a result, users—
regardless of physical location—experience a sense of co-presence, as if working in the same environment.

® MR collaborative work application

This application manages communication between the HoloLens 2 and the Photon server. Upon launch, it
queries the Photon server to determine whether a shared room exists. If a room is available, the user joins it;
otherwise, a new room is created. Once the user enters a room, their positional data, digital content coordinates,
and voice data from the HoloLens 2 are transmitted to the room in real time. This information is simultaneously
reflected in the applications of all other users, ensuring synchronized interaction. When a user creates new
content, the application retrieves the relevant content information from the MR space content server.

® MR space content server

The MR space content server manages metadata—such as size, color, and shape—of 3D objects used within
the system. Based on content requests from the application, it searches the server for the relevant data and
generates the selected digital content within the shared room.

® Photon server

The Photon server [17] provides the real-time communication infrastructure that enables data
synchronization across users. Each user connects to the Photon server through the application, allowing user
actions and communications to be reflected instantly across all clients. The server is responsible for managing
user connections, creating and maintaining rooms, and transmitting data. It synchronizes user locations and
content interactions in real time, ensuring a seamless collaborative experience within the virtual shared space.
Events such as content creation or manipulation are immediately propagated to all connected users to maintain
consistency.

® MR shared space room

The MR shared space room is a virtual environment where multiple users collaborate in real time. Each
room stores the shared digital content and interaction data, which are synchronized across all users. As users
manipulate digital content, their positional data and state changes are transmitted instantly to other participants,
creating a sense of co-presence and shared interaction. By joining a room, users can view and interact with
overlaid digital content from a common spatial perspective, enabling natural communication and collaborative
work.

5 Multi-user Digital Content Sharing Application

The developed application enables users in remote locations to share and collaboratively manipulate digital
content in real time. This section outlines the key implementation aspects and core functions of the system.
The application was developed using Microsoft’s MR Toolkit (MRTK) [18], a development framework that
facilitates efficient MR application creation within Unity. The Unity project was deployed to HoloLens 2 using
Visual Studio 2022. To enable real-time content sharing among multiple users, the application utilizes Remote
Procedure Calls (RPCs) provided by Photon Unity Networking 2 (PUN2) [19]. PUN2 is designed to simplify
the development of multiplayer applications, offering features such as real-time communication, data
synchronization, matchmaking, and event handling through Photon’s cloud services. In particular, the RPC
mechanism allows methods to be executed across networked clients. This enables a user’s actions to be
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immediately reflected on other clients’ devices, ensuring consistent interaction and efficient propagation of
events. The RPC execution process is illustrated in Figure 2.

Trigger user

RPC method execution

Target user

Figure 2. RPC execution procedure

To enable real-time voice communication, the application integrates Photon Voice 2 [20], a Unity-
compatible toolkit that facilitates low-latency voice transmission using the built-in microphone and speaker of
the HoloLens 2. The implementation relies on four primary components:

® Recorder: captures audio input from the HoloLens 2 microphone and transmits it to other users in the
session.

® Speaker: outputs incoming voice data to the local scene, enabling users to hear remote participants.

® Photon Voice View: automatically configures the speaker component to play voice data received from
remote users on the local device.

® Pun Voice Client: manages the connection to the Photon server required for establishing and maintaining
voice communication.

The processing flow of these four components is illustrated in Figure 3. First, the Pun Voice Client
establishes a connection with the Photon server. Once connected, the Photon Voice View component
automatically configures the Recorder and Speaker components to enable voice communication. After setup,
users can engage in real-time conversation. For instance, audio captured by User A’s Recorder is transmitted
through the Photon server and played by User B’s Speaker component.

The user interface of the application incorporates a hand menu, implemented using a prefab provided by
MRTK. This menu appears when the user gazes at their hand while wearing the HoloLens 2 and automatically
hides when the hand is removed from the field of view. This dynamic visibility ensures that the interface is
accessible only when needed, preserving a wide field of view during operation. The hand menu is fully
customizable, allowing developers to configure its contents as required. Consequently, new functions can be
easily integrated into the application by modifying the hand menu prefab, enabling seamless extension of
functionality. Several functions are mapped to buttons on the hand menu, which can be activated through
simple selection. As shown in Figure 4, the menu includes options such as Create, Delete, and Color Panel,
corresponding to the content generation function, content deletion function, and color customization panel,
respectively. The gesture recognition process is illustrated in Figure 5. When the system detects hand joints, it

172



Implementation and Evaluation of a.... Shion Kimura & Tomoyuki Ishida

places a cube at each joint to visualize hand movement. These cubes are synchronized across all users via the
Photon View component, enabling real-time sharing of gesture information in the collaborative environment.
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Figure 3. RPC execution process flow
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Figure 4. Hand menu
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Figure 5. Process flow of the gesture function

The content generation function allows users to create digital content within a shared room. When the Create
button on the hand menu (Figure 4) is selected, a panel appears in front of the user, as shown in Figure 6. This
panel displays a list of buttons, each labeled with the name of a content item that can be placed in the MR
environment.
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2_Human body model

1_PDF_Window_PUN2- muscle

transform

1_VideoP|ayer _PUN
_transform

1_VideoPlayer PUN 3_chair

2_Human body model SRzl 3_Home Chair Wood

Figure 6. Object generation selection panel

174



Implementation and Evaluation of a.... Shion Kimura & Tomoyuki Ishida

When a button on the panel is pressed, the corresponding digital content is generated in front of the user, as
shown in Figure 7. To enable this, all content must first be imported into Unity’s Resources folder. For proper
synchronization across users, the components listed in Table 1 must also be attached to each content item. The
panel shown in Figure 6 is a customized version of MRTK’s Scrolling Object Collection. This implementation
allows users to scroll through the button list, enabling a compact display of numerous content items. As a
result, the interface remains scalable and responsive, even as the number of available content items increases.

Figure 7. Generated content

Table 1. List of components to attach to the content

Component name Component role
Box Collider Adds collision detection to the content
Photon View Enables communication via the Photon server
. Synchronizes content coordinates across users via the Photon
Generic Net Sync
server
. M hi f imul
Ownership Handler aqages ' OWners 1p of content to prevent simultaneous
manipulation by multiple users
Object Manipulator Enables content manipulation
Constraint Manager Applies constraints on content manipulation (e.g., limits the range
of user manipulation)

Send Object Manager Track objects that the user has grabbed

Generates an outline around content tracked by the Send Object
Manager

Configures the thickness, color, other visual properties of the
bounding box outline

Bounding Box Outline

Line renderer

This study also implements a content deletion function for removing digital objects placed within a room.
To delete content, the user must first grab the target object and then select the Delete button, as illustrated in
Figure 8-11. During this process, a visual guide—displayed as a line (Figure 9)—helps the user confirm the
selected content. Upon selection of the content and activation of the Delete button (Figure 10), a deletion
confirmation screen appears (Figure 11). This confirmation step is designed to prevent accidental deletions and
ensure that users intentionally remove only the desired content.
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Figure 9. Selected content
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Figure 11. Deletion confirmation screen

This section describes the color panel used to change the color of digital content. The panel is a customized
version of the MRTK-provided color picker, adapted to support multi-user interaction. The color panel
comprises four sub-panels, each offering a different method for adjusting color parameters. On the left side of
each sub-panel, four vertically aligned buttons serve as panel selection controls, allowing users to switch
between different color adjustment modes. To ensure consistency, material updates made using the four color
panels are synchronized across users by transmitting red, green, blue, and alpha (RGBA) values through RPC
methods.

When a user selects the Color Panel button from the hand menu (Figure 4), the system retrieves the View
ID, a unique identifier assigned to the currently grabbed content. This View ID is passed as an argument to an
RPC method, which triggers the display of the color panel across all users. The processing flow of this RPC
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method is illustrated in Figure 12. Using the View ID, the system identifies the relevant content and searches
for associated game objects named Target Object (Mesh) and Anchor. The Target Object (Mesh) represents
the component whose material color will be modified. The Anchor object provides reference coordinates,
determining the display position of the color panel relative to the parent object when it is selected. Because the
color panel uses the View ID to target specific content, different instances of the same content type can be
independently colored (Figure 13). Moreover, since only color parameters are synchronized, each user can
freely position and interact with their own instance of the color panel. Figure 14 presents the local user’s
perspective, which includes the avatar of a remote collaborator. Figure 15 shows the corresponding perspective
of the remote user featured in Figure 14.

Trigger user Photon server Target user
Select the color panel in
the hand menu
Send the View ID of the T
Receive view ID
target content
Identify the content from Send view ID and color Identify the content from
the received view ID panel activation order the received view ID
Get the initial positions Get the initial positions
of the material and color of the material and color
panels from the target panels from the target
content content
Launch the Color Panel Launch the Color Panel

Figure 12. Process flow after color panel launch

Figure 13. Changing the same content to different colors
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Figure 14. Local user’s viewpoint Figure 15. Remote user’s viewpoint

An example use case of the proposed system is in remote meetings, where users are expected to share
materials such as PowerPoint presentations, documents, and videos. An illustration of this content sharing
scenario is shown in Figure 16.

Figure 16. Sharing of meeting materials

6 Multi-user Digital Content Sharing Application Evaluation

An evaluation experiment was conducted with 30 participants, primarily university students, to assess the
usability and effectiveness of the proposed application. Participants first used the application and then
completed an evaluation questionnaire based on their experience.

Participant age distribution is presented in Figure 17, while Figure 18 shows the breakdown of prior

experience with HMDs. The majority of participants were in their 20s. Of the 30 participants, 17 had no prior
experience using HMDs, whereas 13 had some level of experience.
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40s Age of participants

1 participant, 2
3%

10s =20s ®m30s m40s m50s and over
Figure 17. Age of participants (n = 30)

Experience with HMD

Experienced,
13 participants,
43%

Experienced = Inexperienced

Figure 18. Experience with HMD (n = 30)

The evaluation results related to the operability of content manipulation are shown in Figure 19. Here,
content manipulation refers to the ability to grab and move user-generated content. Overall, 76% of participants
responded with “easy” or “somewhat easy,” indicating that the content manipulation function was generally
user-friendly. Conversely, 24% of participants responded with “no opinion” or “somewhat difficult.” A
breakdown by HMD experience is shown in Figure 20 (HMD-inexperienced participants) and Figure 21
(HMD-experienced participants). Among those without prior HMD experience, 36% answered “no opinion”
or “somewhat difficult,” suggesting that challenges in perceiving depth and spatial distance may have impacted
usability. In contrast, 92% of experienced HMD users found the manipulation “easy” or “somewhat easy,”
confirming that the system is intuitive for those with prior exposure to MR interfaces. Participants who rated
the experience as “somewhat difficult” provided comments such as “it was difficult to grasp the content” and
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“it was difficult to rotate the content,” highlighting specific interaction challenges.

Operability of the content manipulation
(all participants)

Somewhat difficult,
S participants, 17%

Easy,
12 participants,
40%

No opinion,
2 participants,
7%

Easy = Somewhat easy ® No opinion ® Somewhat difficult = Difficult
Figure 19. Operability of the content manipulation (n = 30)

Operability of the content manipulation
(HMD-inexperienced participants)

Somewhat difficult,
4 participants,

24% Easy,

6 participants,
35%

No opinion,
2 participants,
12%

Easy = Somewhat easy = No opinion = Somewhat difficult = Difficult

Figure 20. Operability of the content manipulation for the HMD-inexperienced participants (n = 17)
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Operability of the content manipulation
(HMD-experienced participants)

Somewhat difficult,
1 participant,
8%
Easy,
6 participants,
46%

Easy = Somewhat easy = No opinion ® Somewhat difficult = Difficult

Figure 21. Operability of the content manipulation for the HMD-experienced participants (rn = 13)

The evaluation results regarding user satisfaction with the conversation function are presented in Figure 22.
A total of 90% of participants responded with “satisfied” or “somewhat satisfied,” indicating that the
conversation function of the application was well received by most users. However, some participants noted
that “the voice sounds a little delayed,” which likely contributed to responses of “no opinion” or “somewhat
dissatisfied.”

Satisfaction with the conversation function

Somewhat dissatisfied,
1 participant,
3%

No opinion,

2 participants,
7%

Somew

6
P Satisfied,

21 participants,
70%

Satisfied = Somewhat satisfied = No opinion = Somewhat dissatisfied = Dissatisfied

Figure 22. Satisfaction with the conversation function (n = 30)
The evaluation results related to the effectiveness of sharing content between remote users are shown in

Figure 23. All participants responded with “effective” or “somewhat effective,” confirming that the application
was highly effective in supporting content sharing among geographically separated users.
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Effectiveness of the content sharing function

Somewhat effective,
5 participants,
17%

Effective,
25 participants,
83%

Effective = Somewhat effective = No opinion = Somewhat ineffective = Ineffective

Figure 23. Effectiveness of the content sharing function (n = 30)

The evaluation results regarding the effectiveness of the gesture function are shown in Figure 24. A total of
94% of participants responded with “effective” or “somewhat effective,” indicating a high level of perceived
effectiveness. However, 6% of participants selected “no opinion,” which may be attributed to limitations in
recognizing complex gestures.

Effectiveness of the gesture function

No opinion,
2 participants,
6%

Some
8p
Effective,

20 participants,
67%

Effective = Somewhat effective = No opinion = Somewhat ineffective = Ineffective

Figure 24. Effectiveness of the gesture function (n = 30)

The evaluation results regarding the applicability of the application to other fields are presented in Figure
25. Overall, 93% of participants responded with “possible” or “somewhat possible,” while 7% responded with
“no opinion.” These results suggest that the application holds strong potential for use in other domains.
Participant feedback indicated potential applications in fields such as education, architecture, medicine
(including surgery and nursing care), and entertainment.

183



Implementation and Evaluation of a.... Shion Kimura & Tomoyuki Ishida

Applicability of the application to other fields

No opiniOIL,—f—*—’;;::
2 participants,
7%
Somewhat possible, Possible
10 participants, participants,
33% 60%

Possible = Somewhat possible ®No opinion ®Somewhat impossible ®Impossible

Figure 25. Applicability of the application to other fields (n = 30)

The time lag between pressing the button to generate content and the actual appearance of the content was
evaluated. As shown in Figure 26, all participants responded that the content was “smoothly generated,”
indicating that no noticeable time lag was observed between the button press and content generation.

Smoothness of the content generation

Smoothly generated,
30 participants,
100%

Smoothly generated Not smoothly generated

Figure 26. Smoothness of the content generation (n = 30)

The smoothness of content manipulation was also evaluated, specifically the manipulation of grabbing and
moving content. The evaluation results, shown in Figure 27, indicate that 97% of participants found the
manipulation to be “smooth.” This confirms that most users were able to manipulate content without difficulty.
One participant who responded “not smoothly manipulated” commented that “content manipulation was
difficult,” likely due to challenges in grabbing the content. However, many participants also noted that this did
not interfere with their overall experience. Therefore, it is expected that operability will improve as users
become more familiar with the system.
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Smoothness of the content manipulation

Not smoothly manipulated,
1 participant,

3%
Smoothly manipulated,
29 participants,
97%
Smoothly manipulated Not smoothly manipulated

Figure 27. Smoothness of the content manipulation (r = 30)

Whether the movements and color changes of other users displayed on the HMD were reflected smoothly
was assessed. The evaluation results, shown in Figure 28, indicate that all participants responded with
“smoothly reflected,” confirming that the application enables seamless collaboration among multiple users.

Smoothness of other users’ movements and color changes

Smoothly reflected,
30 participants,
100%

Smoothly reflected Not smoothly reflected

Figure 28. Smoothness of other users’ movements and color changes (n = 30)

7 Conclusion and Future Work

In this study, we developed a digital content sharing application using MR technology. The goal of this
application is to provide an environment in which multiple users at remote locations can collaboratively interact
with digital content overlaid on the real world. A key feature of the application is its ease of importing digital
content, making it adaptable for a wide range of fields such as education, medicine, and manufacturing. For
example, in meetings, sharing images and videos can create the sensation of being in the same physical space.

185



Implementation and Evaluation of a.... Shion Kimura & Tomoyuki Ishida

In the medical field, sharing digital models of the human body enables remote collaborative learning and
surgical simulation. Similarly, in the design field, users in different locations can collaboratively select
furniture designs in real time by adjusting colors. This level of flexibility empowers users to apply the system
in ways tailored to their specific domains, addressing the limitations of conventional systems that struggle to
accommodate diverse needs.

To evaluate the multi-user digital content sharing application, an experiment was conducted with 30
participants. The results confirmed high operability of the content manipulation. In addition, the application
received favorable evaluations for the smoothness of content generation, content manipulation, remote user
movement, and color changes. However, it was also found that some participants experienced difficulty
manipulating the digital content, indicating room for improvement in operability. One identified cause of this
issue is the difficulty in perceiving the distance between the user and the content. To address this, it may be
necessary to adjust the content’s collision detection. Moreover, providing instructional materials—such as an
explanatory video on how to interact with the content prior to use—could help users become more comfortable
with depth perception and improve the overall user experience.

In this study, we briefly introduced example use cases of the prototype application in fields such as remote
conferencing, medicine, and design. These examples serve as initial demonstrations, and in the future, it will
be necessary to implement functions tailored to the specific requirements of each field. Furthermore, based on
feedback from the evaluation experiment, we are considering extending the application to additional domains,
including architecture and education.
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