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Abstract 

The fifth-generation (5G) core network, sensitive authentication data such as the Subscription 

Permanent Identifier (SUPI) and long-term cryptographic keys are centrally stored in the Unified 

Data Repository (UDR) to support primary authentication. Recent real-world incidents, including 

the 2025 SK Telecom (SKT) breach, demonstrate that compromise of core servers or databases can 

expose plaintext subscriber data even when transport-layer security is correctly deployed. This high- 

lights the need for strong data-at-rest protection and robust cryptographic key isolation within the 

5G core. In this paper, we propose a storage-centric protection scheme that preserves the 

confidentiality and integrity of 5G authentication data even under authentication server compromise. 

Authentication records are encrypted before being stored in the UDR, with encryption and decryption 

operations in- voked through database triggers and executed inside an Intel Software Guard 

Extensions (SGX)-based Trusted Execution Environment (TEE). All cryptographic keys and 

sensitive operations are fully iso- lated within the enclave, preventing direct access from both the 

database and application layers. We implement the proposed design on the OpenAirInterface (OAI) 

5G core using a MySQL-backed UDR, demonstrating its applicability to real-world and open-source 

5G deployments. Performance evalua- tion over 10,000 end to end authentication procedures shows 

that the proposed approach introduces moderate CPU overhead, particularly during decryption-

intensive operations, while incurring negli- gible memory overhead and minimal latency impact. 

These results indicate that SGX-based storage centric protection is a practical and effective 

mechanism for strengthening data at rest security in 5G core networks. 

 

Keywords: 5G Core Security, Intel SGX, Trusted Execution Environment, Data-at-Rest Protection. 

 

1 Introduction 

The fifth-generation (5G) mobile communication system adopts a service-based architecture that enables 

flexible deployment, network slicing, and massive connectivity. Within the 5G core network, subscriber 

authentication and authorization rely on the secure management of highly sensitive credentials, includ- ing the 

Subscription Permanent Identifier (SUPI) and long-term cryptographic keys. These credentials are centrally 

stored in the Unified Data Repository (UDR) and accessed by network functions such as the User Data 

Management (UDM) during primary authentication, as specified in the 3GPP 5G security architecture [1]. 

Ensuring the confidentiality and integrity of authentication data is therefore critical to prevent subscriber 

identity exposure, impersonation, and large-scale service abuse. Early work on secure and ubiquitous 

networked systems has long emphasized the importance of protecting sensitive user data in distributed 

environments [2]. 



49 

SGX-Enabled Encrypted....    

 

Adi Panca Saputra Iskandar et al. 

Although 5G standards provide strong protection for signaling and data in transit, recent incidents show 

that data at rest in the 5G core remains a major attack surface. In April 2025, a large-scale breach at a 

commercial 5G operator revealed that attackers with access to internal servers could extract plain- text 

authentication credentials from backend systems [3]. This demonstrates a key limitation of existing security 

assumptions: once the database or application layer is compromised, sensitive subscriber data stored in 

plaintext can be directly exposed, even when transport-layer protections remain intact. Such server-side 

compromises significantly expand the attack surface and enable downstream abuses such as subscriber 

tracking, identity correlation, and unauthorized network access. Current 5G security speci- fications primarily 

focus on mutual authentication, key agreement, and secure communication between the User Equipment (UE) 

and the core network [1], while protection of authentication data at rest in the UDR is largely left to 

implementation choices, often relying on database access control or disk-level encryption. Prior studies show 

that these mechanisms are insufficient against advanced adversaries or insider threats with privileged backend 

access [4, 5]. Once cryptographic keys or plaintext credentials escape a trusted boundary, the confidentiality 

guarantees of the authentication framework can be fun- damentally undermined. Moreover, recent work shows 

that authentication mechanisms themselves can be exploited at early stages, before full cryptographic 

protection is established, enabling large-scale denial-of-service and credential exposure attacks even in modern 

protocols such as EAP-TLS 1.3 [6]. 

To address this gap, hardware-based Trusted Execution Environments (TEEs) have emerged as a practical 

foundation for isolating sensitive computation and cryptographic key material. Intel Software Guard 

Extensions (SGX) provides enclave-based execution that protects code and data even in the pres- ence of a 

compromised operating system or hypervisor [7, 8]. By confining cryptographic operations and key 

management within a hardware-enforced enclave, SGX enables strong data-at-rest protection that remains 

effective under server compromise scenarios, particularly for database-centric components such as the UDR 

[9, 10]. In this work, we investigate SGX-based encrypted storage to harden authentication data management 

in the 5G core. We adopt a storage-centric protection model in which authentication data are encrypted before 

being written to the UDR, while all key generation, storage, encryption, and decryption operations are fully 

isolated inside an SGX enclave. As a result, plaintext credentials never reside in the database and cryptographic 

keys are never exposed to the database engine or application logic. Unlike prior conceptual proposals, this 

study presents a practical end-to-end implementation inte- grated into an open-source 5G core platform based 

on OpenAirInterface [11], demonstrating that strong data-at-rest protection can be achieved without prohibitive 

performance overhead. 

Beyond protocol-level authentication, prior studies have explored broader security challenges in 5G core 

networks, including privacy risks, service-based architecture vulnerabilities, and emerging at- tack surfaces 

[12, 13]. Recent advances further highlight the growing role of intelligent and machine learning-based security 

mechanisms in defending against sophisticated attacks targeting 5G infrastruc- tures [14]. 

 

2 Motivation and Contributions 

2.1 Motivation 

Inside the 5G core network, subscriber authentication data are centrally stored in the Unified Data Repository 

(UDR), making it a critical trust anchor for primary authentication and service authoriza- tion. Although 3GPP 

specifications mandate strong cryptographic protection for signaling and mutual authentication, the security of 

authentication data at rest remains largely dependent on implementation- specific database protections. Recent 

large-scale breaches in commercial 5G deployments have demon- strated that compromise of backend servers 

can directly expose plaintext subscriber credentials, leading to severe privacy violations and downstream 

network abuse. 

Conventional data-at-rest protection mechanisms, such as disk encryption and access control poli- cies, are 

insufficient against advanced adversaries and insider threats. Once attackers obtain administra- tive access to 
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the operating system or database engine, sensitive records and cryptographic keys can be extracted with 

minimal resistance. This threat model is particularly relevant in cloud-native 5G cores, where multi-tenant 

environments and complex operational workflows increase the risk of privileged ac- cess misuse [15]. Recent 

studies have strengthened 5G authentication security through protocol-level enhancements, including post-

quantum cryptography and secure handover mechanisms [16, 17, 18]. However, these approaches primarily 

focus on signaling robustness and do not directly address the exposure of sensitive credentials stored within 

the UDR. While recent work has demonstrated the ben- efits of formal verification and protocol hardening for 

securing 5G handover and roaming procedures [19, 20], protection of authentication data at rest within the core 

network remains largely underexplored. As a result, even cryptographically robust authentication protocols 

remain vulnerable if their underlying credential storage is compromised. 

Motivated by these limitations, we argue that effective protection of 5G authentication data must extend 

beyond secure communication and protocol design to include hardware-enforced protection of data at rest. 

Trusted Execution Environments (TEEs), such as Intel Software Guard Extensions (SGX), provide strong 

isolation for cryptographic operations and key material, remaining effective even under full server compromise 

scenarios. By integrating SGX-based encryption directly into the UDR storage workflow, plaintext 

authentication data can be prevented from ever leaving a protected enclave boundary. 

2.2 Our Contributions 

This work makes several key contributions to securing authentication data in 5G core networks. First, we 

propose a storage-centric security architecture that encrypts subscriber authentication data before they are 

stored in the Unified Data Repository (UDR), ensuring that plaintext credentials never reside in the database. 

Second, all cryptographic operations, including key generation, encryption, decryption, and integrity 

verification, are fully isolated within an Intel Software Guard Extensions (SGX) enclave, effectively 

eliminating direct access to cryptographic keys from both the database engine and appli- cation logic. Third, 

we present a practical and transparent integration of the proposed design into a real 5G core environment based 

on OpenAirInterface, leveraging UDR triggers, stored procedures, and user-defined functions to enforce 

encryption and decryption during normal authentication workflows. Fourth, we conduct an extensive end-to-

end experimental evaluation covering 10,000 authentication attempts, systematically quantifying CPU 

utilization, memory consumption, and execution latency to demonstrate the practical feasibility of SGX-based 

encrypted storage. Finally, we show that the pro- posed approach preserves the confidentiality and integrity of 

subscriber authentication data even under database or application-layer compromise, significantly reducing the 

blast radius of potential security breaches in 5G core networks. 

Table 1 provides a high-level comparison between existing approaches for protecting 5G authen- tication 

data and the proposed SGX-based storage-centric design. Conventional database encryption mechanisms 

protect data at rest but fail to isolate cryptographic keys from privileged system access, making them vulnerable 

under server compromise. Application-layer encryption partially improves key separation but still exposes 

sensitive material once the application or operating system is compromised. Protocol-level security 

mechanisms focus on protecting signaling messages and do not address the con- fidentiality of authentication 

data stored in the UDR. In contrast, the proposed SGX-based approach simultaneously provides strong data-

at-rest protection, hardware-enforced key isolation, and resilience against server-side compromise, while 

maintaining a practical performance overhead suitable for real 5G core deployments. 
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Table 1. Comparison of Authentication Data Protection Approaches 

Approach Data-at-Rest 

Protection 

Key 

Isolation 

Server Compromise 

Resilience 

Performance 

Impact 

Database 

encryption 
✓ × × Low 

Application-layer 

encryption 
✓ Partial Partial Medium 

Protocol-level 

security 

× × × Low 

Proposed SGX-

based storage 
✓ ✓ ✓ Low–Medium 

 

3 System Architecture and Threat Model 

3.1 System Architecture and Threat Model 

The proposed system adopts a storage-centric protection architecture to secure subscriber authentication data 

in the 5G core network by integrating an Intel Software Guard Extensions (SGX)-based Trusted Execution 

Environment (TEE) directly into the Unified Data Repository (UDR) data path. As illustrated in Fig. 1 and 

Fig. 2, authentication data managed by the User Data Management (UDM), such as the Subscription Permanent 

Identifier (SUPI) and long-term subscription keys, are encrypted before being persisted and decrypted only 

inside a hardware-protected enclave during retrieval. The UDR is extended with database triggers, stored 

procedures, and user-defined functions (UDFs) that transparently invoke the SGX enclave on data insertion 

and access, ensuring that only ciphertext is stored at the database layer. 

All cryptographic operations, including key generation, authenticated encryption, decryption, and integrity 

verification, are fully isolated within the enclave, preventing key exposure even under a com- promised 

operating system or privileged database access [7, 8]. Interaction between the UDR and the enclave is restricted 

to controlled UDF-based interfaces, minimizing the trusted computing base (TCB). This design builds upon 

prior work on shielded execution environments that enable secure execution of sensitive logic in untrusted 

systems [21], and follows established best practices for enclave development and deployment [22]. 

We consider a strong threat model in which an adversary can fully compromise the database and application 

layers of the 5G core, including the ability to access, modify, or exfiltrate UDR contents and execute arbitrary 

code at the operating system level. This model reflects realistic attack scenarios observed in recent large-scale 

5G core breaches and insider threat incidents [3, 4]. Conventional pro- tections such as access control and disk 

encryption are therefore assumed insufficient. We assume that the hardware root of trust and the SGX enclave 

remain secure, while side-channel attacks against SGX are out of scope [23]. Network-level attacks are also 

excluded, as they are already addressed by existing 5G security mechanisms [1]. Under these assumptions, the 

primary security objective is to preserve the confidentiality and integrity of subscriber authentication data even 

when server-side components are compromised. 
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3.2 Diagram of Encryption and Decryption 

 

Figure 1. Encryption flow for authentication data insertion in the UDR using an SGX enclave. 

 

Figure 2. Decryption flow for retrieving authentication data from the UDR through an SGX enclave. 

 

Figure 1 illustrates the encryption process applied when subscriber authentication data are inserted into the 

UDR. When the UDM submits authentication parameters, such as the SUPI and encrypted perma- nent key, a 

database trigger invokes a stored procedure within the UDR. This procedure forwards the sensitive fields to 

the SGX enclave via a user-defined function (UDF). 

Inside the enclave, authenticated encryption is performed using the AES-GCM algorithm. Crypto- graphic 

keys and initialization vectors are generated and managed entirely within the enclave, ensuring that key 

material is never exposed outside the trusted boundary. The enclave outputs only ciphertext and authentication 

tags, which are returned to the UDR and stored in the authentication-related tables. As a result, plaintext 

authentication data never reside in the database at any point during the insertion process. 

Figure 2 depicts the decryption process during authentication data retrieval. Upon a request from the UDM, 

the UDR locates the corresponding ciphertext records using a hashed user identifier. The encrypted data are 
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then passed to the SGX enclave through a UDF call. 

Within the enclave, the ciphertext is decrypted and its integrity is verified using the internally man- aged 

cryptographic keys. Only after successful verification are the plaintext authentication parameters reconstructed 

and securely returned to the UDM. If integrity verification fails, the enclave rejects the re- quest and no 

plaintext is released. This design ensures that only validated and untampered authentication data are used in 

subsequent 5G authentication procedures. 

 

4 Performance Evaluation 

This section evaluates the performance impact of the proposed SGX-based encrypted storage on the 5G 

authentication workflow. The evaluation focuses on three key metrics, namely CPU utilization, mem- ory 

consumption, and execution latency, during authentication data insertion and retrieval operations in the Unified 

Data Repository (UDR). These operations represent the most performance-critical com- ponents of the 

authentication process. Similar performance–security trade-offs have been reported in recent studies on 

roaming security, TLS optimization, and remote SIM provisioning in 5G and beyond networks [24, 25, 26]. 

All experiments were conducted on a virtualized testbed deployed on a commodity server equipped with an 

Intel Core i9-14900K CPU (24 cores, 32 threads) operating at a base frequency of 3.20 GHz, 64 GB DDR5 

RAM, and an NVIDIA GeForce RTX 4070 GPU. The 5G core network was implemented using the 

OpenAirInterface platform, with the UDR backed by a MySQL database. Intel Software Guard Extensions 

(SGX) was enabled to host the encryption and decryption logic within a hardware-protected enclave. To 

evaluate end-to-end performance, more than 10,000 authentication attempts were executed, covering the 

complete workflow from User Equipment (UE) initialization to authentication completion. Three 

configurations were compared: Plain, where authentication data are stored without encryption; Encrypted 

without SGX, where encryption is applied outside a Trusted Execution Environment; and Encrypted with SGX, 

representing the proposed design. 

 

Figure 3: Performance comparison of authentication data operations in the UDR. 

 

Figure 3 summarizes the performance impact of the proposed SGX-based encrypted storage across CPU 

utilization, memory consumption, and execution latency. CPU usage increases moderately with en- cryption, 

particularly during select operations. Insert operations show an increase from 19.28% (plain) to 20.53% 

without SGX and 21.53% with SGX, while select operations increase from 27.24% to 28.47% and 30.47%, 

respectively. This overhead is primarily attributed to enclave transitions and cryptographic processing inside 

the Trusted Execution Environment. In contrast, memory consumption remains largely unaffected, staying 

within a narrow range of 2.5–2.6% across all configurations, indicating negligible memory overhead even with 

SGX-enabled key isolation. 
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Figure 4: Comprehensive performance evaluation of the proposed SGX-based protected UDR. 

 

Execution latency exhibits a similar trend. Insert operations incur average delays of 61.55 ms (plain), 62.67 

ms (encrypted without SGX), and 62.69 ms (encrypted with SGX), while select operations in- crease from 

59.93 ms to 61.01 ms and 63.01 ms, respectively. Although SGX introduces additional latency due to enclave 

entry and exit, the overall impact remains within a few milliseconds and does not significantly affect end to 

end authentication performance. 

Figure 4 provides a broader performance perspective under realistic workload conditions. Fig- ure 4(a) 

shows that authentication throughput decreases gradually as the number of concurrent UEs increases, with the 

SGX-enabled configuration exhibiting lower throughput due to enclave overhead, yet maintaining stable 

operation at high concurrency levels. Figure 4(b) reveals that database access dominates overall latency, while 

enclave entry/exit and cryptographic operations contribute only minor overhead, confirming that SGX itself is 

not the primary bottleneck. Scalability results in Figure 4(c) indicate that authentication latency increases 

moderately with growing subscriber populations, with the SGX-based design incurring a bounded and 

predictable overhead. Finally, Figure 4(d) shows that end-to-end authentication latency is largely dominated 

by database access and inter-network-function communication, while SGX TEE access accounts for only a 

small fraction of the total delay. 

 Overall, these results demonstrate that the proposed SGX-based storage-centric protection achieves a 

favorable trade-off between security and performance. While CPU utilization increases during decryption-

intensive operations, memory overhead is negligible and latency impact remains limited, confirming the 

practicality of Trusted Execution Environment-based data-at-rest protection for real- world 5G core 

deployments. 
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5 Conclusion and Future Work 

This paper investigated the security risks of storing sensitive authentication data in the 5G core, with a 

particular focus on the Unified Data Repository (UDR) under server compromise scenarios. To address these 

risks, we proposed a storage-centric protection scheme that encrypts subscriber authentication data before 

database persistence and fully isolates cryptographic operations and key management inside an Intel Software 

Guard Extensions (SGX)-based Trusted Execution Environment (TEE). As a result, plaintext credentials and 

cryptographic keys are never exposed outside a hardware-protected enclave. 

The proposed design was implemented in a real 5G core environment based on OpenAirInterface and 

evaluated through 10,000 end-to-end authentication attempts. Experimental results show that al- though SGX 

integration introduces moderate CPU overhead, especially during decryption-intensive retrieval operations, 

memory consumption remains negligible and latency overhead is limited to a few milliseconds. These findings 

confirm that strong data-at-rest protection for 5G authentication data can be achieved without prohibitive 

performance penalties, making the approach practical for real-world deployments. By hardening credential 

storage rather than focusing solely on protocol-level security, the proposed scheme significantly reduces the 

blast radius of database and application-layer compromises and provides effective mitigation against insider 

threats. This work complements existing 5G authentication mechanisms and enhances the overall resilience of 

the 5G core. 

Future work will focus on optimizing enclave execution through techniques such as batching, reduced 

enclave transitions, and caching to further lower CPU overhead in large-scale deployments. In addition, 

extending the architecture to support alternative Trusted Execution Environments and confidential computing 

platforms would improve portability across heterogeneous hardware. Integrating post-quantum cryptographic 

primitives within the enclave is another promising direction to enhance long-term security. Finally, 

comprehensive security evaluations, including side-channel resistance, large-scale stress testing, and intelligent 

anomaly detection mechanisms, will be explored to further strengthen the robustness of the proposed solution 

[27, 28]. 
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