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Abstract

A variety of attacks in the transportation layer of IoT network seeks for a detection and prevention
mechanism such as intrusion detection systems (IDSs). Anomaly detection is one of the most de-
manding task in IDSs. It requires a robust classifier model which is able to detect different kinds of
attacks intelligently. This paper addresses deep neural network for classifying attacks in IoT network.
The performance of the proposed method is evaluated on the three novel benchmarking datasets in
wired and wireless network environment, i.e. UNSW-NB15, CIDDS-001, and GPRS. Furthermore,
deep neural network combined with grid search strategy are utilized to obtain the best parameter set-
tings for each dataset. The experimental results demonstrate the effectiveness of our approach using
deep neural network in terms of accuracy, precision, recall and false alarm rate.
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1 Introduction

A ’stay-connected’ feature of wireless network allows users to have a connection in anywhere and any-
time. Nowadays, the emerging technology of Internet of Things (IoT) makes people’s life convenience
but still security and privacy issues are major concern. Due to the heterogeneity nature of IoT devices
where physical objects, i.e. embedded sensors, actuators, etc exchange a huge amount of data through
wireless network, thus it gains the chances to get affected by malicious attackers. IoT lies in various plat-
forms, protocols, and applications, i.e. smart home, smart city, smart grid, etc resulting a comfortable
place for malvolent users to launch attacks without a hitch. Moreover, according to Gartner [6], the mar-
ket of IoT devices is fully prepared to increase rapidly and will attain about 21 billion connected devices
by 2020. Consequently, it makes sense that as the number of devices increase, security and privacy will
still become a primary concern in the forthcoming years.

An IoT security framework is made of three layers, i.e. perception, transportation, and application
layer [9]. Perception layer possesses perception node (sensors, controllers, etc) that is used for data
acquisition. Secure communications between nodes, lightweight authentication are the main security
issues in this layer. In addition, there exist three layers in the transportation layer, i.e. the access network,
the core network, and local area network. Transportation layer offers a ubiquitous access information for
perception layer using wireless network (WiFi, 3G, etc), ad-hoc network, etc. Thus, several attacks, i.e.
information disclosure, network disability, DoS attack, etc become the prevalent security issues found in
this layer. To overcome these problems, attack detection and prevention mechanism might be deployed
before they make a huge loss in the entire layer.
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Such mechanism could be materialized by employing an intrusion detection system (IDS). It is an
intelligent system which is able to detect and repeal any malevolent behaviours within the network.
Many researchers have proposed a plethora techniques to improve the detection accuracy of IDS, yet
the span-new attacks are continuously mushrooming and on the top of that they become more and more
sophisticated. Anomaly-based detection is one IDS technique that can be utilized to detect some novel
attacks. It probes the deviation of the network patterns that differs significantly from the normal patterns.
A classifier is trained to construct a classification model from the intrusion data and we will use the model
to predict the forthcoming attacks. However, solving classification problem in anomaly-based IDS is not
a straightforward task since the classifier always suffers from higher false alarm rate (FAR).

Table 1: Related work of IDS methods based on neural-based classifiers

Study Technique Dataset Performance metrics Feature Category
selec-
tion
[18] GA+SVM DARPA 1999 DR, FP, FN Yes Anomaly detection
[15] DT+SVM KDD Cup 99 Accuracy No Anomaly and signa-
ture detection
[I13] SOM+ANN DARPA 1998 DR,FA FP Yes Anomaly and signa-
ture detection
1] SOM+SVM DARPA 1998 Accuracy, FP, FN No Anomaly detection
3] GA+ANN DARPA 1998 DR, FP Yes Anomaly detection
[23] ANN+Fuzzy clus- KDD Cup 99 Precision, recall, F- No Anomaly detection
tering measure
[17] DBN+SVM NSL-KDD Accuracy No Signature detection
[12] DT+SVM Private DR, ROC curve No Anomaly and signa-
ture detection
7] SVM+Ant colony KDD Cup 99 DR, FP, FN No Anomaly detection
network
[10] MLP NSL-KDD Accuracy, DR, FAR Yes Anomaly detection
This Study DNN UNSW-NBI15, Accuracy, precision, No Anomaly detection
CIDDS-001, recall, FAR
GPRS

Hitherto, anomaly-based IDS has been an active research in the purview of information security [[19].
Some techniques include single and ensemble of classifier [20] have been widely implemented for IDS.
Table [I] presents a review of the existing techniques of IDS using neural-based classifiers, i.e. neural
network (NN) and support vector machine (SVM). In this paper, we discuss the state-of-the-art of neural
classifiers and propose a deep learning network (DNN) architecture for anomaly detection. Instead of
using obselet dataset, i.e. KDDCup 99 [4] and NSL-KDD [21]], we report the performance of DNN on
the three new benchmark datasets, i.e. UNSW-NB15 [14]], CIDDS-001 [16], and GPRS [22]] in terms of
accuracy, precision, recall, and FAR metric.

The rest of the paper is structured as follows. Section [2] describes the overview of deep neural
network, whilst Section [3| presents the experimental setup that comprises the description of datasets used
in the experiment, validation method, and performance metrics. The results of our experiment is shown
in Section 4 and finally some concluding remarks are drawn in Section [5]

2 Deep Neural Network

Deep neural network (DNN) was firstly promoted by [8]] for a class of deep probabilistic models, so-
called Deep Belief Networks (DBNs). DBNs are made up of several layers of Restricted Boltzmann
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Machine (RBM), a type of neural network [24] [5]. The network possesses a two-layer architecture in
which the visible binary stochastic v are connected to hidden binary stochastic 4, where units within a
layer are not connected.

There are several architectures for deep learning, but we focus on feedforward architecture as de-
picted in Figure[I] Feedforward network is made up of many layers of interconnected neurons which are
the basic unit in the model. Let a training set of N instances is {(x',y!), (x*,%),...,(x",y")}. The input
vector X is the feature vector comprising of the probability of the bit-symbol ”1” and y is class label,
assigned to each instance.

In the training process, the input vector X goes through the visible nodes in the network, in which
initial weights w are given by DBN. Our goal is to minimize a cost function C:

1
C(w;X,y) = Ellhw(?f)—yll2 (1)

where h,,(X) is hypothesis function yielding an estimated output. The overall cost is defined as:
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where K is the depth of the network, L,, is the number of nodes in the m-th layer, and wﬂ-‘,- € w is the
weight of the edges between a node i in the layer k — 1 and a node j in the layer k. Thus, in order to
minimize the overall cost function, we calculate the parameter set w* as follows:

wh = argrnvgnC(vT/) 3)

The w can be obtained by using back propagation algorithm which the weight vectors are updated from
the top layer to the bottom layer by using the following equation:
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Figure 1: Deep neural network architecture for anomaly-based IDS
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3 Experimental Setup

In this section, the details of experiment are discussed. It comprises the materials, method for validating
the results, and performance measures used in the experiment.

3.1 Datasets

The aforementioned datasets used in our experiment are UNSW-NB15 [14], CIDDS-001 [16], and GPRS
[22]. UNSW-NB15 was proposed since evaluating IDS using the existing datasets, i.e. KDD Cup 99 and
NSL-KDD does not portray the satisfactory results. This because of three main issues exist: (1) they
do not cover modern attack patterns, (2) they lack of modern normal traffic patterns, and (3) distribution
between training and testing sets are different. UNSW-NB15 contains 42 attributes, and two classes, i.e.
normal (31.94%) and malicious (68.06%).

Consecutively, CIDDS-001 was firstly introduced by Ring, et al [[16]. It is a labelled flow-based
dataset for evaluation of anomaly-based IDS. Specifically, it provides an up-to-date dataset as it is not
improper to test current IDS using obsolete dataset. To generate malicious traffic, some attacks such
as DoS, Brute Force, and Port Scans were performed within the network. The network traffic data has
been obtained from an OpenStack environment and an external server. Furthermore, original version
of CIDDS-001 consists of 10 attributes and 5 classes, i.e. normal, suspicious, unknown, attacker, and
victim. Since our objective is to evaluate anomaly based IDS, we only included normal and attacker class
as the final dataset. It contains 146,500 instances with the proportion of normal class is 91.6%.

Lastly, GPRS is a dataset specific to wireless environment (IEEE 802.11 standard) [22]. It was
generated from two different topologies, i.e. WEP/WPA and WPA2. 9600 instances and 15 features
were generated in WEP/WPA topology. The proportion of normal and malicious class is 62.5% and
37.5%, respectively. Furthermore, 7500 samples and 16 features were successfully obtained from WPA2
topology. It is made up of normal class (60%) and malicious class (40%). Table [2] summarizes the
descriptions of all datasets used in our experiment.

Table 2: Description of datasets

Dataset No of features No of instances Ratio between nor-
mal and malicious
class

UNSW-NB15 42 175,341 1.00:2.13

CIDDS-001 10 146,500 10.90 : 1.00

GPRS-WEP 15 9,600 1.67:1.00

GPRS-WPA2 16 7,500 1.50: 1.00

3.2 Validation Method and Performance Metrics

Concerning validation method, we employ three different resampling strategies in order to lessen the
variability of the datasets as follows.

e Cross-validation. It is a resampling strategy in which kfold cross-validation, a dataset D is splitted
into k subsets of equal size. In the n-th of the k loopings, the n-subsets is drawn for testing, whilst
the blend of the remaining parts indicate the training set. In this case, 10fold cross-validation
(I0FCV) is considered.
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e Repeated cross-validation (RepCV). We select 5 x 2 cross-validation (5 x 2CV). It is performed
by 5 repetitions of a 2FCV, which give us 5 training and 5 testing subsets at 50%. In this case, the
overlapping samples exist but it is less strikingly than 10FCV.

e Subsampling. A dataset D is randomly divided into two subsets in accordance with a given per-
centage, i.e. 70% training and 30% testing set. We repeated this experiment 10 times in order to
obtain the same number of elements as in 10FCV and RepCV .

Table 3: Contingency table
Predicted

Actual Normal Anomaly
Normal True positive  False negative
Anomaly | False positive True negative

Furthermore, by taking into account Table [3| we can derive several performance measures, i.e. accu-
racy, precision, recall and false alarm rate as follows.

TP+TN

Accuracy = ®))
TP+FP+TN+FN
TP
Precision = ———— (6)
TP+ FP
TP
Recall = ——— 7
TP+FN
FP
FPR= ———— (®)
FP+TN
—#—UNSW —E—CIDDS-001 GPR5-WEP —+—GPRS5-WPAZ
1.2
1 [, L 4l
- AN
0.8
0.6
0.4
0.2
° ACCURALCY PRECISION RECALL FPR
UNSW 094165653 0.94845755 096697873 0.112182803
CIDD5-001 099994539 0.99934776 1 5.95904E-05
GPRS-WEP 0.82895833 0.69305147 097738407 0.2602098
GPR5-WPAZ 0594 09357143 0.59065744 0.03904555

Figure 2: Average performance of DNN using 10FCV
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UNSW 0.94140555 0.85076882 096388414 0.106519725
CiDD5-001 099992762 059913632 1 7.89637E-05
GPRS-WEP 0.83108332 070021744 09623262 0.2476632
GPR5-WPAZ 05293333 0941345 0.874064 0.03507234
Figure 3: Average performance of DNN using 5 x 2CV
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UNSW 0.94047677 0.55267014 0.96016635 0.101339253
CIDDs-001 0.99557 268 0.59567202 1 2.897819E-05
GPR3-WEP 0.82746527 0.68665252 0.597456387 0.25718703
GPR5-WPAZ 0.5248889 0.9408983 0.8659454 0.03745318

Figure 4: Average performance of DNN using subsampling

4 Experimental Result

In this section we provide analysis of the performance results of DNN. First of all, we set learning pa-
rameters of DNN by performing grid search which exhaustively generates a number of candidates from a
grid of parameter values specified with the given parameter. These parameters include activation_fuction,
adaptive_learning rate, learning rate_annealing, {1 regularization, ¢, regularization, maximum weight,
and distribution function. However, the number and size of each hidden layer in the model are specified
as 3 and 150, respectively. We adopt an efficient implementation of DNN using H,O in R [2] for conduct-
ing classification task. Also, mlr package [1]] is used to run several experiments of the aforementioned
resampling strategies. The results presented in this paper are average value of 10 elements obtained from
each resampling method.
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Figure [2] shows the average performance of DNN on each dataset when it is validated using 10-
fold cross validation. In terms of all performance measures, DNN has performed perfectly applied on
CIDDS-001. It achieves about 100% of accuracy, precision, and recall. Furthermore, it lowers FPR
significantly by 5.96E-05. Since precision is a measure of a classifier exactness, a low precision depicts
a large number of false positive (anomaly class that is predicted as normal class). From Figure 2] we
can observe that DNN have performs worst on detecting malicious attack on GPRS-WEP. It can also be
seen from a higher FPR. On the contrary, a low recall indicates many false negative, thus it is obvious
that DNN reduces the misclassification error of anomaly detection on GPRS-WEP in comparison with
UNSW and GPRS-WPA2.

The average performance of DNN on each dataset validated using 5 X 2CV and subsampling are
presented in Figure [3] and Figure [4] respectively. The results are almost similar to the previous. DNN
is able to minimize the misdetection error of anomaly in WPA?2 topology as it has a higher precision
and lower FPR than in WEP topology. On the other hand, DNN is unable to lessen the number of false
negative in WPA2 topology since its performance value in terms of recall is lower than in WEP and
UNSW. Based on the above-mentioned experimental results, we draw some several remarks as follows.

e DNN always performs best while it is applied on CIDDS-001 dataset regardless of validation
method used. This bias results may occur as the CIDDS-001 dataset has imbalanced problems,
which the distribution of one class is significantly lower than the other class (see Table[2). For the
current experiment, we will rebuilt the dataset by aggregating the traffic samples collected from
external server and OpenStack. If the imbalanced data still occurs, we might consider ensemble
technique by combining DNN and other classifiers.

e Different validation methods have not significantly affected the performance value of DNN. This
might be happened since the number of element is too small (10 in our case). For the future work,
we will investigate larger value of the experiment repetition.

e We are unable to observe whether there are performance differences between DNN and other
algorithms. As for thorough comparison, we will consider a statistical test to prove the significant
difference between DNN and other similar deep learning architecture, i.e. stacked auto-encoders
(SAESs) and convolutional neural networks (CNNSs).

5 Conclusion

In this paper, we analyzed and discussed attack classification in IoT network using deep neural network
(DNN). The performance of DNN is assessed using various validation methods, i.e. cross-validation,
repeated cross-validation, and subsampling on different novel benchmark datasets, i.e. UNSW-NB15,
CIDDS-001, and GPRS. We conducted a grid search to discover the best learning parameters of DNN
for each dataset. DNN gave a satisfactory performance, in particular the attack detection performance
in wireless environment. Furthermore, the experimental results suggest that studies about anomaly de-
tection should include several validation methods and datasets, as Table [T)is evidently not the case. We
should pay attention on some classification problems, i.e. imbalance dataset, bias results, etc since there
is no a panacea to improve the performance of the classifier.
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